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- Motto: Design is an aim,
' ' Computers are an aid.

PREFACE

This set of lecture notes was written for a new course in the
curriculum of the Department of Naval Architecture and Marine En-
gineering: NA 574,'"Computer—A1ded.Sh1p Design." This senior and
graduate level course is to supplement'eXisting courses in ship de-=

- sign and computer use. The new course therefore deliberately
avoided any unnecessary duplication. The question it is intended
to answer is rather: "How does one convert a ship design problem
into one the computer can help to solve?". '

It is also felt that in the profe551onal env1ronment of our
industry there is a lot of competence 1n,sh1p design and computer
programming, but there still exists some sort of void between these
two specialties; -We want>to educate engineers who have this dual
competence, but also an understanding of the logical nature of
design and the associated computer methodoiogy.-.

| The notes also attempt to give an overview of the current state
of developments despite the realization that the available informa-
tion is of neceesity incomplete, and despite. the threat of early ’
obsolescence. But there seems to be some merit to-taking a pano-
ramic view,'ifvonly'to realize'hOW'much alike problems  and solutions
are throughout the profession. o

Examples and illustrations were kept,scarce. But a set of lec-
ture notes is only intended as the COM?ILE—phase of a course program.
The EXECUTE-operation is performed by the 1nstructor and hlS class
in the classroom and, hopefully, at home. ‘

Ann Arbor, April 18, 1969 - Horst Nowacki .
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1. Mathematical Representation of Hull Form

1.1 Historical introduction.

The 1dea to use simple geometrlc shapes such as’circles,
elllpses, parabolas, sine curves in sh1p deslgn is probably an
ancient one. Séding,_Ref. 30, .gives an account on -numerous
applications of such shape elements since the.late middle ages,
and he mentlons that even in earliest known techn1cal draw1ngs
of ships (Tlmbotta, 1445) one detects a .sine shaped camber
line constructlon.

The advantages of s1mple geometrlc shapes 1n all stages
of ship production are obvious (surface development,.flttlng,
erection). We must also keep in mind that. the lines drawing
was not invented before around 1700, and it»was only then that
the free design of empirical shapes and their accurate.reprof
duction became feasible. )

'Aside from-such direct,benefits, it seems the use of
mathematical ship lines mas also motivated sometimes by'a_
certain magic belief in the superior performance of hull forms
containing particular geometric elements. It is hardly a
coincidence, for example, that the age that had produced

Gerstner's trochoidal wave theory (1802) also experimerited -

BN

withttrochoidal ship lines, Ref. 35.
As far as we can tell from documented history, .the first
to.apply mathematical shapes Systematically:in-shipfdesign was
papparentiy the Swedish naval constructcr Chapman whp;:in his
book around 1760, Ref. i, mentioned the use of -a fam;iy of»

parabolas for waterlines and other curves on the hull surface.




But it was D. W. Taylor who, right after the turn of the

century, began to use mathematical expressions to represent in . |
a ratibnal manner the eﬁpirical hull shapes of the present &ay, _L
Ref. 2. He approximated thé'séctional area curve and the o
waterlineé of the thp-by'fifth order polynomials whereas the 1
sections were represented by fourth order polynomials or hyper- i
boias depehding on fuliﬁeés. For the sectional area curve, for

example, he used the fotmulation

Yy -4 tdxrextrdidrext s ft (1)

and, in the nondimensional coordinates illustrated in Fig. 1, - I

satisfied the conditions: ' : . ' - l
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Fig. 1. Taylor's coordinates for sectional area
~curve and waterlines
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This gaVé him six equationé for the six unknown coefficients
of Eq. 1.

TaYlor applied this method to thé British cruiser Leviathan,
the parent of his systematic series, and then by systematic
variation of the,géometric constraints, Eq. 2; developed what
became known‘as Taylor's Standard Series.

The realization that a systematic description and variation
of empirical.huil'form is essential for a meaningfﬁl.interpréta-
tion of the results of hydrodynamic research also motivated
Weinblum in his ﬁork around 1930, Ref. 3.  He developed a des-
criptive system for axisymmetric énd.two?dimensional shapes,
and added much to the underspanding of.ship Qeometry‘and
fairness. | |

For'further‘details about the early histofy,of‘mathematical
ship lines up.to about 1955, see Saunders, Ref. 32.

In the modern era, technological progress broadened the

motivation for mathematical ship lines. The use of computers

b e e ekttt S bt A

.




made it possible to extend mathematical hull representation
to diverse pract1ca1 applications in Shlp design and production

such as llnes fairing, and graphic display, lofting, and the

control of automated machine tools. Lately, even the creation

of lines from a few given design constraints has become an

area of active experimentation.




1.2 Objectlves of hull representatlon methods

The purpose of the mathematlcal representatlon of a hull
may be: R
*]., Given a graphlcal representatlon of the hull form
(lines draw1ng) that is in agreement with the de51gner s
intentlons in every respect (falrness, accuracy, etc.).
Find the closest possible mathematical epproﬁimation of
this form. If in this process we use offsets lifted
from the drawing we are led to a task known as.

interpolation.

§2. Given a table of offsets read from a small scale
lines draWing that is not perfectly‘fair. Assume.further
that the table contains some ggg,points due to reeding-
errors or mistranscription. Eliminate the bad points
(emoothing),.and obtain a hull representation that looks
;girb(see-heloW) on the 1:1 scale (fairing). Nonetheless,
retain.the character of the'original lines drawing as
closely as possible. |
*3. Given ahvery crude sketch of a lines plan, or only
the parameters of the hull to he designed. Create_e Set '
of lines'meeting the deSigher's intentions and refine it
to the level where it is faif enough for every future
purpose (Lines creation).
These tasks differ in the quality and scope of information
of their_inpute, but they all aim at an output that represents
a fair ship. There are differences, though, as to the desired

accuracy. High demands for production purposes, lofting,




automatic ;6615.' Simplified Ship Sufficieﬁt.for many purposes
in hydfodyhamiés. |
The‘leewax.for'hull modifications increases from *1 to *3,
In the case of *1 we often desire
"?réctical identity"

of input and outpuﬁ, i.e;; the computer is only pefmitted‘to
‘negotiate thbselinéCCuracies that are due the small'scale.of
the drawiﬁg. "Do not change by @ore than the reading error"!

(Drawing:0.005", full scale perhaps 0.25".)

Definitions of sSmoothness and fairness.

_The‘termS'?smoothness“ and "fairness" are oftgn used
somewhat subjectively, and need to be defined in the present

context to give:themﬂunique meaning. -

Smdothness, fof;our purpose, must not bé confused with
therconcegtsqu‘hydraulic smoothness_(absehce of small pro--
tuberances) or mathematicél Sm00£hness (cohtinuoUs first
derivative;‘no corne;s)._ We‘want to understand smoothness‘

' as the absence of loéal.bumps. A "bump” consists of two
closely spaced ihfleétion points, Fig. 2. It may be due to
inadvertent bad inpuﬁ poinfs or poor faiging'of the input

. lines. The bad data trouble ought to be removed by "smoothing®”

_beforé faifihg should start.

- TwrEcT

> T CRATURE;
NEG. |
\NEG.

Fig. 2: Bump
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The difference between:inﬁéndéd infleépioh points such

as in hollow watgrlineé énd'inadverteht-ones'(lggél bumps)

can be signalled to the computer by_pfoviding_enough input

points and by the followingbagreementi A lgggiubump ié one
that has two inflection pdinfs in the interval of, say, five

data points. For more details, see Ref. 28.

| Fairness is often used in the subjective sense of

"pleasing to the eye." Bﬁt, in addition, some necessary

conditions can be formulated for the fairness of a cﬁrvg»

(see for example Weinblum, Ref. 3): |
*Continuous first derivative of the curve, no corners.
*Continuous second derivative (fairness to the second order) .

Incidentally, in manual fairing by means of splines

(battené) the two above fairness qualities are ensured-

automatically. _Fig. 3 illustrates that the spline, considered

as an elastic beam, has continuous‘beﬂding moments within each
interval and also where iﬁ is supported by'the'weights;.and

hence continuous second derivatives (y”(?)ac H(X)).

For more details, see section 1.3. ' .”LT




*Continuous higher order derivatives ( gp’é? fairness to

the k'th order). This type of fairness can hardly be

fully realized,:but“may serve as a target.
*No flat parts amidst curved regions.
Other typical properties of ship lines, not necessarily
deductible from the fairness quality, are:
*Few inflection pointslper qﬁédrahﬁ.

*Usually monotonic, character of curves.

*No negative offsets. y _
. ' SR i,

L A




1.3 Technigues of'hull form representation..

In view of the many different purposes of hull represen-

tation, and the gfeat:variety of mathematical tools available,
it is no wonder that a multitude of techniques has been
developed, each advocated by its disciples for different, but

by and large legitimate reasons.

Table I gives an overview of such techniques. Some. of

their main distinctive properties are listed in the table,

namely:

*Interpolation vs. approximation.methods: In an inter-
polation, the curves are fitted through fixed points;

as apposed to an.appro;imation~by least squares or other
criteria;

*Analytic representation of ourVe (surface) by single
expression vs. same by several segments (patches).

*Draft function vs. sectional methods vs. direct surface
.fitting:methods: In a draft function method, only
waterlines or similar curves are given a direct mathe-
matical representation, and points between'such'grid lines
‘are obtained by draftwise interpolation. In the so;called
sectional‘methods, all sections (waterlines, sections,
buttocks, diagonals), or at least more than one set, are
represented mathematically. Existing discrepancies are
negotiated, usually by iteration, until a.unigque hull
'representation is obtained. 'Finally,rinetead of using

such an iterative process applied to sets of curves, one

may fit the wholevsurface simultaneously in a direct -

surface fit.

y




i

01

oyjeuw | _ . '
z T -uktod ﬁwcuwuomm s30s330 | ‘wrxoxddy,| €1 0961 ‘s'n | Aaen *s°n ustd 6
i . bxag
Kx _ PeN TInd |sTnY
3 ve'T e | rlesq. |S39S330| Butated | T | 6S6T | PueTTOH | ‘pIoous(rd 3 8
. _ -Uo3TTM ybutsQu
BPutatey 10 i x9yljeaym
sD u boo* - i
z TE'T | .yoonseq|  aiexq. [S395330 | /pue uoT3 ILT/TT| T9°Ls6T | *S'n | Aaen *s'n [ -3IeIS 3 4
: -etodxajux I2WTaYT TaYL
. . . *urexed _ e Yo xeasayg
z (ze'1) utog |(°1dwoour) | L.p.c | UOTIESID 01 SS6T s'n pooy 3aebber | 9
uotled _
. . . . -I3Tsse1o Banqurey joO “
4 Ze°1 uktoq |(°1dwoour) | ‘uexed pue 6’L | 96’2561 | Auewxan Kyrszeatun| SUOTUL S
uotjesaad
. _ UOT3IOISTP TINH uorjeTIRA :
ON SUTIIV Jusreg «1sks 9 0S6T puetbuz wasd Aquayoe1 y
. . . -urexed | ssuty 3FO , P
z ze"1 ‘uktog | (*1dwodur) | i | worqesry | C8°P| OV6T puetbug uosusg | g !
uot3jed BaIn u
z ze'1 | -ukroa |(-1duwoouy) | WeXBd| -TITSSBID| o, |....pc6r| Auewzes| pue urTIeg| umIqUTM - T
TI0H uotrjeTIRA . .
‘21skg 3O ‘*ATUn
uoT3eTILA ’ .
uof3jounyg urexed : . IoT1heg i
z zZe 1 *ukyoq *3sks pue, g G161 *s*n KaeN °s°n em T
REAS .ﬁ.ﬁﬁﬂ :Oﬂu.meU M a .
sayojed| uorjoas| uorjoung | aanpadoad| indur asodand *Jou ‘a3eq Ax3uno) |uot3eITTIIVv aoyany ;ozm

*SQOHLIW NOIIVINIASTIdIY TINH

i1 o1qel




_|.|| T " B — B N
| . (popasu | poyjsu , = ) _ _
i S°eX TE'T  "30N) {RUOT300S §398330 Butarteg 4 S96T puUeTIOH gWSN asxyed 81
: e , sx93° : . |
Kue .. | sotqno : Bur33zry R sourl Jo S e 'SSTOM pue -
W} se'l W soeFINS | BOEBIINS , ﬁwmmm - uoT3IEDID ov.vm,, qmaﬂ s'n LI uo3T Turey LT,
L : . . o :
1 _ . : T :
i . s1939 , !
. 4o ! uoTjoungy - SOUuTT 3O ‘ | banquayzo :
sox - i sukTO { — d I : : quay3od , ; i
ce H | 104 | 13eaq AﬁMMM uoTaeaID £c 96T uspaMg ' 1ass SWeTTTTM . 9T
_
__? ———— — 14. J e —— - .. . .- EE—- L 4|||.||J1||I|wlrl . - N
. . soTqno. pbutizaty . : I s Kd: oooby i
so , I a5 , eq. pIeAdTyS 938q9M
X T€°1 -3u00STQ | - @oBIING S39833J0 m:ﬂuﬁMh wN.HN” mw.ﬂwmﬁx s°n ppoL 1106109 mH_
; . . uoTtjioung : uorjet : o mobsert :
BIDADS | K ; : g : L5 ony pue
TeI9A9S | ZE€°T uk1od | ilexg |S¥°5330 | odzequr 0z | E€96T |PUBTIONS | o jryg uw%ﬂz vt
PR ‘ukrod | ., S398330 | yorger, . . ureyang
€ I0 ‘Zi(EE°T) sqoypn | (TAWORUT) | BUIT | q359yy | 6T z96T puethug | ‘969100 |IOTAey *a | €T
) -193eM . | s ,bury , :
, SaI3Y30. m:aﬂpaw, uoTIeT W . S c
Ruey ! gg°1 owos ¥ soezans |5¥25330 | _odzaqur 91 1961 uspams | (BuTdONUTT) | OIPTT T
Lo ‘ukjod R m . o
. ukpod UO:..—OE‘ ..Eﬂxoummm. . : ! N
ON | €€°'T |5spusker| TRUOTIORg|S¥°533I0 |  ybnoy st 0961 sth LIN uraIsy | 1T
P . sukrod | aAIn0 | L yrvoxdde : : _
(4 (6€°T) (*1Tdwoour) | *¥*S JO- N T 4 T96T puebug TdN urjae
4 qs . T W 01
qasyd 5398330 ybnoy : , )
- R PSS Stk At [Pt e peypupremiol et s oTI o B ot — ——==
,Sayo3ed |uot3oas :OHuorsm, aanpeooad| 3Indur asodang i EN @3eq KajunopfuotyetrTizV| IouaNY *ON
*SAQOHLANW ZOHﬁmazmmmmmmm TINH :3uod ‘T STqer




- 2T -
- | «uk1od | poyzem , P e dnoxn xojY ) | ooz
Texonds; — " ourrds IRucTa00g |5¥0SFIO0- putared : >m3unz .ono.~mHHU,;zox09:<u | 92
. i : S : - F— . b
T w S v *1SYIOA. i
P . uorjouny o TITO:J _— - i ; . i g ST
. — ¢ cuk7o0 s3os330 | butated 1961~ XKemioN ! oW
m S : Tod ageaq 3953 = : m i suobxeg i
o K1od huTII] 4 _.coaumﬁ y m | usgey *1e 3I® “
T “uATo UTIITT | onosy. ‘ = 96T | - Auewred |-syoTIpOTId I ¥4
Auew : S€°T soezIng | soegzang rmuwmuuo . —odI93uT 184 896T ULT29H muwamumn. t z95TRY ?
L R i AN i
o H {
*uktod : Kqbuk P
. pur3yaT uotier. . i Aqbuit Z3TMO .
Teasnss| GE°T TeUOH womwwmm 398330 | _ogiasay | TE | L96T | ixeuusa s rusq _zoquey’ | €€
: o -oy3a0 . . : : m
: r:hﬁom poyjau uot3etod i m A
sax T€'T ' .quocosta | T §3953F0 [-I93UT pue| Of 9961 . Auewrdp 1dA0URH H L: HuTpQs zZze
9 m,u:oom,a..a TeUOT1098 UoT3ERID m ]
H - § . e .Im.l S I
, . putddew | - _ A - M : .
. ;. but poujaw | __ o — ! - e N cqeq (A9ZOIBA A
oN . vE'T | Tew [euoTaoog | S¥25330. burateq 62 896T . m.D Aaen °stn pue ‘yong Te
i , { -I03U0D Al _ W . :
i . L SRIqt ,_ °g . _ TI0D 0T
§9% T€'T . uoosya | Teuor3oes|SI0S¥FO | Butited Lz | 9961 : s'n_ N *S°n “
i H : : 4 ER———
i m mHmum.:;ixﬂ Y M : . L ,
_ . m poylsu : | uowzer | i ‘ . , 130U i
sofx | 1€°1 | -®IWT | pora00g|53P5930| odzaqur | 9% $961 | wepeued H,ﬁ._sﬁ_uo DUN | _Bldcon mHM
V [OT3ATTIIA | o3 o : | , m
. UH.»U.III..~.I. il _, = - . = ~ o =
- _ wusﬁmooum@ anduy -asodang | °39U 93eq “ %uuGSOU@comumﬂHﬁuua aoyany .ozw

*SAOHLIW NOILLVINISTIdTT

TIAH  :3U0d I 8idqel




- 13 -

*Simple polynomials (cubics) Vvs. orthogonal polynomials
vs. other functions:
*According toithe mathematical tools involved:
Spline methods
Parametric methods
Direct polynomial methods
Transformation methods
Ssurface fitting methods
Illustrations for each of these -categories are given in
the following. |

1. 31 Spline methods._

1.311 Spline 1nterpolatlon.

Let us consider the p:oblem of finding a curve through a
given set of points in a mannet analogous to»manual spline =
fairing. In Flg. 4, vwe show the-i'th segment of the curve we
intend to flnd the segment ends being deflned by the location
of the spline welghts (ducks) we have arranged at the glven
offset points to ensure an exact 1nterpolatlon through these
points. Let there be N such segments, or N+1 offsets. ' The
llne may represent a waterline or any other curve that can be
represented in an x-y Space, The ducks- are assumed to give
ideal,vfrictionlessVSupport.so that the spline is simply
supported.

We want to determine mathematical expressions for the

spline curve. This problem has been attacked by Theilheimer

and Starkweather, Refs. 11 and 17, and’has later on been taken

up by many others, -Refs. 21, 26, 27, 28, 30, 35. The following




) . X

= —
Fig. 4: Coordinate systems for spline interpolation

adopts much of Johnson's approach; Ref. 36.

E Le‘t us, first of all, remember that Ehe simple supports

can only transmit shedr forces. The bending moments are

- therefore continuous at the supports, and, d'u"e.to the absence -

of external loads, vary linearly between supports. .-

In the 5,, — # /= coordinate system of the i'th element:

fig)- M) 8 fe Y

8(,' 3 C%If¢f1f. :
/ ) .

The supporting p'oint'sﬂ can generally be arrange_d. so that

the maximum deflection in the fieid, %’:"MX , is 'smal,], relative.

‘"to the length of the field, /,," b

Dieer <L
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This allows us to use elementary (linearized, Euler-Bernoulli)
beam theory to formulate the spllne deflectlon problem, -
neglecting - 7 [;/ << / : Let us further assume
for the time being that we- use a constant Cross sectlon spllne.

Then we may write:

[Z ?”/{/ /‘7/{/ &
o [ Hooke 's  vutoda lecy //f d/? |
/ %&uc erta I/mea/’%"“‘e’h“—

Substltutlng (3) into (4) and 1ntegrat1ng twice, we .

_——-

obtaln (Ref. 36):

£7 g/ - / /(M/eML f) 44 -
é'//7/¢/ ;‘-7 (a/f £ [f/
L 5/

‘where é? = inhternal point of interval.

Theiessential conclusion is that the spline curve assumes
the form of‘a cubic polynomial.v Cubics are thus the simplest
functions suitable for spline'interpolation.

We shall dlscuss later how to determlne the unknown
constants in (5) It is clear from the foregoing that every
'1nterval has its own cubic, represented in 1ts local coordlnate

system. Wlll 1t be possible to represent each cublc as a

polynomlal in the x—y-system, : /!({/ , and to combine all
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of these. poIYnomia‘i's- into a single analytic expression?-
For this burpose we have to transform the cubics from
, 5,-7‘ ) to t.'ne X-J: coordinate: sy‘stern (or any .other
unique coordinate system, for that matter). -The transfor=
mation will generall§' consist of a translation and rotation.’
The shape of the curve w:.ll not be affected s:.nce it is
invariant to such a transformation. Let the curve 1n the

i'th interval be given by_ the third order polynomial: 7
-Ae) L w
according tolFig. ; and 7 transform into
X/*: X/ 5 C(Oé) 7 fk»(
7 y # ;“79”/'44 é’/%7,' mﬁc'-'

Subst:..tut;.ng (6), this will be of the form

)

hlg o) A

J . ,

where /?; _and g‘r are two different third order polynoxﬁials

in dependlng on the parameter A;’._

o" )
. It w:.ll be 1mposs:.ble to represent the spl:.ne curve in
the -;Eor:n'-_,,_ o - . .
o y=/?,cx/ oy

where - /03 a cublc/because when subst:.tut:.ng (8a) and (8b)

into (9) the powers of ; on the rlght-hand Slde in- f w:.ll
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exceed those for ;p on the left, which leads into contradictory
conditions for the coefficients of {?(?7 . This means the
spline curve will have to assume a parameter form like (8a),
(8b) in the 1‘—; system. 1Incidentally, the same reasoning

is valid whatever the order of the original polynomial

’i’ /5,/ because the polynomials ID,‘- and @; are always
of the same order. |

It might still be desirable to combine the parametric
expressions for x, and y, respectively, so as to obtain two
polynomial expressions valid throughout the curve. But this
is ruled out in general because the third derivatives are
discontinuous for spline curves at the supports due to the
duck reactions whereés polynomials are continuous in all
derivatives.

In summary, neither can spline curves be transformed
into polynomials of the form ;/=/%@Ifor the whole curve,
nor can such polynomials be used to represent exactly'ship
lines generated by splines.

In many variants of the spline method, particularly in
Refs. 17, 21, 26, 27, 28, the curve is approximated by a
cubic in the X-gL coordinate system rather than in the

é:"'?u’ systems. This avoids the parameter representation,
but reduces the applicability of elementary beam theory
because it is more difficult to satisfy the slope require-
‘'ment _yﬂé:/ than that of 17:4(4 / . Nonetheless
practically useful results have been obtained. In addition,

these methods have succeeded in obtaining a closed form
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analytic expression’for the whole curve despite the dis-
contlnultles of the th1rd derlvatlves by introducing a special |
notatlon for dlscontlnuous polynomlals. The spline curve

through the p01nts X, ... Xy is wrltten as : ' o

3
q- /cz} a+fu-cx +/4 i 4, - X} # f-*f{ﬁ,& ”//*
7 /ét’/mzr /a /hdh{//{/ |

where the terms

b-n)y =0 fr x<s
L) o xon )

provide the discontinuities.

In the above case of Eq. ;Ohthere are Nf].given offsets,
and N +3 unknown coefficients. This corresponds to the fact
' that we have not yet decided how we want to support the-splinez N
out51de the 1nterpolat10n range. In the practical determina—
tlon of the coeff1c1ents in (10), we therefore get N-fl ﬂ

equatlons from the given offsets whlch are of the type i
=/ .... N-/_ ")
;;/n /(yhj B 7=/ ,_/A/ (i)

and we must make two further assumptions, for example so as i
to minimize the sum of the squares of the discontinuities in '
‘the third derivatives, see Ref. ;7. This results in a system

" of N +3 normal equations for the coefficients. For more details. |
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about the form of this system and for an eff1c1ent solutlon
technigue, see Johnson, Ref. 36. '

The jggact"'Spline.

D. Gospodnetié, Ref. 26, has developed a spline inter-
polation method based on the exact expression for the
curvature (for a beam of finite deflection) rather ‘than the .
linearizing assumption ’£4<// In the coordinate system

—~47 of Fig. 5 we obtain for the curvature of the spline

J oy M
R S
where | — ;

: f = rédius of curvature = %4)//5

;’7==abscissa and ordinate in local coordinate system,
with é’ in the direction of the bearing force /A

segment shown:

éf 7 = slope of curve, see Fig. 5;

S= coord:.nate measured along arc from ; 7 orJ.gJ.n,
= spline moment of inertia, assumed constant;

, ;D(}VZ - ZZ//= bending moment ;

QQI\,

end moment at far end;
/? = ;3 = '/Z = magnitude of bearing forces;

= ordinate of far end.

BNy



—
X

F"ig. .5: Coordinate systems for exact spline,
' from Ref. 26. :

Differentiating Eq. 12, and nondimensionalizing:

(B)

As*

where L = arc length between supports

/g-= A E.Z , a parameter

Mu‘l.tipiying by &7/%7 /é’ , and integrating we get

z -”'/;; ”f/ﬂ’[g/= -/ymé’//{ C
() el

It 'can be shown, Ref. 26, that

Lzél—/—é——- .a—f--/ Jm;

(S'm//// [(/
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The following transformation will lead to elliptic

integral expressions for the beam deflection. Let

-%° <k </ 57/:
sz(// énk}// y///f/ /;/u(f |

or by differentiation - |
| -- - Y
Img’dg’=émf/l}w | (//:

With proper sign conventlons-for curvature and slope,
Ref. 26, one derives from (/§) ‘and (/7)

M zﬁf émy—z/ﬁwvf (19)

and from (15) (17) and (18)

iy Al dy A o9 g, /%}U
| A0

As As ﬂlé As ,?fw,}; L
‘-ﬁf /gfm}#

#/;z - C”?”{"ﬁ/zfémz/}/—/w G
/Z-//7 /['I/hg/.f 'ﬁ/»{éw///h/n/////g [bo/

Substltutlng from (18)

ﬁ/ £’ ﬂ/ (2
e W(oz// W-)ép

é}/ﬂfw/f W
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// )iy // ” // I
affléy/-p?l-'/é’y/ Flhp)+Flh |
Epdblepimy) GY

E )@‘ value of / for. S=¢ , see Ref. 26 -

'/y= variable defined in Eq. 17

J '(i 5

F([}d: ‘/ — y = incomplete "ell'i'ptic‘in.tvegra-l
| /

o /é.?, g .of the first kind _ /{.7/

of the second kind : .
27/

| Z_(€ﬂ= ///"é'zf/'g:’. ,"./f = incompleté élli?tic -‘integra'l

The conclusion is that the spline curve for arbitrary
slopes and deflections may be expressed in terms of elliptic
integrals. - T—hésé integrals are easily computable by series
expansion, see Refs. 26 and 38. The "elliptic parameters"
of the spline curve /é }/5 , and /", have to be determined
from the boundary conditions of the segments analogous to
the procedures in the polynom:.al_ spline methods. For details
see Ref. 26. Once these parameters are known the spline
interpolation by means of Egs. 25, 26 is a simple task.
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' The Variable Cross Section SQ;;ne. )
In manual fairing, one often encounters the problem that

the spline cannot follow certaln intended abrupt changes of -
curvature, for example at the tran51tlon into the parallel
middlebody, or from flat bottom and 51des into the bilge. One
then reverts to piecewise fairing with French curves, or
sometimes to variable cross section splines.’ H

- The mathematical splines of constant cross section,
discussed up to this peint,'are equally unsuitable to produce
sharp or even discontinuous changes of curvature. This is
why many fairing techniques take exception of such curvature
transitions, and subdivide the ship into patches so that the -
faired ship line does not have to Cross a line of discontinuous
or close to discontinuous curvature. S

But there iS‘a more elegant solution to this problem, the

variable cross sectlon spline technique pursued by Séding in
Ref. 30. It is known that beams whose moments of inertia
vary, for example as shown in Fig. 6, have dlscontlnuqus.

curvature at support B.

Fig. 6: Vafiable cross section splines
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'§6ding finds it advantageous ‘to usé the spline of linearly

varying moment of ihertia, case b, wherever needed.

analysis of the spline deflection curve does not seem easy
for this curvé,“but it turns out that one can use the well-
developed solution techniques of structural analysis for
continuous, multiply—Supported beams. The analogy is

apparent when we write:

For the_sPline:

/ =
(‘_, Xy Z//_,, /0( '.'O(H/ -

segment subscript

y/
675’=-510pe-of_chord line, Fig. 7
/Z-_- length of chord, Fig. 7

5&;: éngle between 9pliné tangent.at /Z’,.and chord liné,

Fig. 7

-1 Zl;/ f'Zf
Aivl =4,

Fig. 7: Definition of angles and. length

It : 2 // W/ /7'*’ //
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For three- consecutlve spans- of a contlnuous beam (Three

Moment -Equation,; Ref. 39):

U el )
?_-/z'.'/'k‘ / /H// | "”///(/

t -
/
where .
;/ M"" /47,; /! = bending moments
-/ / : I
{[—/. T span lengths
/ .

= Tt

In the analogy, theée unknowns a"' and /V" are corresponding

coefficients, depending on loads

quantities, and the two equations are of'exactly analogous
form so that the systems of equatlons one can derlve have
matrices of identical form. Sodlng exploited this property
in adapting a #ery‘efficientxtechnlque of structural analysis
(a variant of the fixed-point method) to the fairing problem.
His results are indeed convincing. For details see Ref. 30.

.~ 1.312 Spline Fairing. -

Whenever the input data to a ship line interpolation
contain "bad" data points,,either-due to aétual mistakes or
to reading'inacouracies, it is inevitable that some unwanted
oscillations occur in the interpolated curve. To meet such
a failure two things can be done in principle: | |

*The bad points may be eliminated or corrected, and

another interpolation attempted. While this is good
practice in filtering out those initial offsets that
are obviously in errOr (smootning, see'below), it can

hardly be done with success where . the small; randomly .

distributed 1naccurac1es in 11ft1ng offsets from a

draw1ng are concerned
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*The requifement for the curve to pass through all given
points exactly may be dropped, and an approximate fit
instead of an interpolation may be attempted. This leads
to the fairing problem we want to discuss.

Least squares fairigg.

- The task of fitting an approkimate curve through a given
set of points-is by no means unique, the result depending on
the approximation criteria we select. The subject can prebably
best be introduced by studying .the least squares fairing
technique employed by Theilheimer and others in Refs. 17, 27.

' Generally speaking there are two objectives in fairing.
We want to ensure small deviations between the approximate
curve, £(x), and the givenboffset points,éy; , hence

[ F(Yn)"?h {f-Mt'm‘.J fﬂv "ﬁol”'/N,' (3/)

We also want to Obtain a curve that ehows_only the intended
inflection points, and no unwanted ones. If input points

are given in suff1c1ent density, the desired inflection p01nts

may be deduced from the second divided differences, defined
for the n'th station as '

%# “%“' _% “‘,7"-7
an/ - Xlo ) Ay = Au-(

»(../m-/ - Xa- ///Z | ' | (32/

or, fof_ constant spacing}- f = /\/_y,f.,* ’(;., = X;,, "(ﬁ.,-/

/

)‘h = rﬂé/”f/ -wf%%?' f%éf-/. | - | (’355/

Wherever two neighboring second differences have the same sign,

| r -

we conclude no inflection point is intended, and vice versa.
To obtain gon,agreement between curve, f(x), and given
data in this respect, we want to minimize
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)

} ﬁ Zx-,, ) - fn f"* i“= ’/ -'»‘»/ N-1 ﬁ %)

Obviously, both (31) ‘and (34) could be satisfiéd.Sebafately
with a minimum of zero at every station in question. But

in fairing we seek a compromise between the two requirements.
Thérefore, in the sense of least squares, we want'to'minimize

C T(//x,,/ ;/ +S2—'/r/(n,/ r/ (/

”?0

where s is a parameter we may select arbitrarily'to control -
the severity of the fairing. The greater s, the more’ '
emphasis on the second term related to fairness, and the

less weight on tHe first term related to the accuracy of
maintaining the given offsets. From Ref. 27 we quote the
experience: _ | ' , :

s =0 corresponds to exact interpolation, no faitingy'

s = 0.1 still practlcally no falrlng,

s =.l. conventlonal fairing,

s = 10. severe falrlng.

‘In Thellhelmer s method, the polynomial used in fa1r1ng
is the same ‘as the one deflned in Eq. 10 for 1nterpolatlon
purposes. For N+l glven offsets, it contains N+3 unknown
coeff1c1ents, (;z' To minimize the expression Er Eq. 35,
~with respect to this set of coefficients we requlre

o e 9

This results in the normal equations for the éf

Linear Prog;ammlng Formulatlon of Fairing.

' The term "llnear.programmlng problem" refers to a certain
‘class of optimization“brobiems which are of the form (Ref. 37):
Find the minimum (or maximum) of an objective function, .

linear in X, . Xn.
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Zeiwi = Mo, (Hac) (37
0 o . |

subjéct to the »7 linear constraints

n o ' . | -

1?, optlmization variables, for i =1, ..., n, fequired
_to be non-negatz.ve (4p20) '

(;i'coeff1c1ents in objectlve funotlon, for i =1, ;.,, n.
42, constralnts, for k =1, oo, M
M , number of constraints
7, numberlof variables X, where n > m
0%23 coefficients in constraints |

‘There are many efficient, and readily available computer
algorithms for the solution of linear programming problems,
and it would therefore be of advantage to formulate the fairing
problem in terms of the above format. This was done in the
method déveloped at Todd Shipyards by Berger, Wébster, Tapla,
and Atkins and reported in Refs. 21, 28.

In the spirit of Eq. 34, it is required that the second
derivative of the cufve and the second divided difference of the
given offsets have the same sign which may be expressed in the-

- _
' oh e _/ (39
o fee,) 20 /4_.(/--’,//1‘/'/ Z

inequality

In analogy to Eq. 31, it‘is.also.postulated that the or-
dinate deviation be mlnlmlzed

[[C?"u)'ywl | ’&) =Gy N (#d/
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where A an unknown for wh1ch we seek the smallest feasible

value., The variable A constitutes the objectlve functlon of

the falrlng problem and is to be minimized.
Eq. 40 is equlvalent to the two linear 1nequa11t1es

S C S
=0, - .. (41)
/(X,,j 7&] /0 e

Substltutlng the Theilheimer polynomlal Eg. 10, and
1ntroduc1ng new unknowns . J;, F% ' ng, called slack
variables, we may transform Egs. 39, and 40 into three

equality constraints of the form.

- A wla+ AR *’4/“/"/ - 1// /h
+AZ f’é]x,, """4”*/A k”’f)/ /n,
/ZC+ -*‘5'44/- /‘/h 14/*)'1 7 '

i
Q
X
. 1]

: Thé prdblem of minimizing A subject to these con$tfaints

is now in agreement with the linear programming format of

Egs. 37 and 38. 'There are 3 N+1 linear constraints, Eqg. 42, ..

and 4 N+5 unknown varlables, namely A, a, b, c, Aé' cerr By
and 3 N+1 slack varlables.

It is of some ;mportance that linear programming:permits'

only non-negative variables, 4, , whereas in the fairing
problem the coefficients in the Theilheimér polynomial may
assume negative valpes. This problem may be overcome, at
the expense of introducing still.mnore unknowns, by‘expressing
‘ every t:onceiv,ably/-negative-r'n.imber,_.A,z , as the difference of
two non-negative numbers A”v’ /Z"”

' / / v

Ay <Ay Ay

.-7,{/-/J

4’%/
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The solution to the fairing problem may then be found
with the aid of linear programming algorlthms. For more
details and for an extension of this techn1que to three-
_d1men51onal spllne fairing, see Refs. 21, and 28.

Bakker's ‘Spline Fairing Method.

Another interesting'approach.to the spline fairing problem
was taken by‘Bakker at NSMB; Ref. 25. The fairing criterion .
he used aims at a compromise between the'minimum offset
deviation requirement, and the requirement of higher order
'fairness. He measures such fairness by the k'th divided
differences of the faired curve (not the input points!), and
has obtained the best'practical resuIts by using k = 5. He '
minimizes the'sumvof thefsquares of these divided differences
together with the sum of the squares of the offset f8eviations
(least squares method), applylng a control parameter similar
to s in Eg. 35.

1.32 Parametrlc Methods,
Designers have frequently argued that the offset polnts

lifted from a lines drawing are only a c01nc1dental inter-
mediate result of the conventlonal design and lofting procedure.
These lines are usually first derived fromia-set of oeometrical
concepts and conditions in the designer's mind, and if the final
llnes plan meets these conditions it is of no szgnlflcance

where any particular offset point may be located.‘ In mathe-
matical lines development, there is therefore no cogent'need
for going through: the medium of offset p01nts.

Historically, the representatlon of ship form or of its
elements in terms of a set of shape parameters has first been
undertaken with the a1m of systematlc var1atlon and description
of hull form famllles, Taylor and Weinblum, Refs. 2, 3, 8.

More recently, the purpose has been extended into the design
of new ship forms from a given set of_parameters} Thieme and
Williams, Refs. 7, 9, 23. j | |

A system of descr1pt1ve parameters may typzcally ‘consist
of (see Ref. 23):

*Ship,contours,and regional boundaries,

for example, for any given draft:
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‘lerigth of waterline entrance

LWA’ length of waterline run

LM’ length of parallel mldbody, before orlgln

length of parallel midbody, abaft origin .

maximum breadth of waterline

*Integral parameters,

for example, for any waterllne under con51derat10n, using

the nondimensional coordinate system 5 ?1 Fig. 8:

/\FZ

waterplane area, nondim.

X
k\
kv

~w,

M:/;7 /{ = static moment, ‘nondim.

long. moment of inertia,
/ ’ nondim.

AN
QL\
SN

b ' ’ o

o n
/s/:d/ - &{ ‘n'th order moment,
h 7 7 - “nondim.

. *leferentlal Qarameters,

for example, for a waterline as above°

?'(0)

p =
IZ :

P (0) =
(.

ll. (l)

'Q(l) =

The objectlve

'slépe at parallel midbody

slope at end

curvature at parallel midbody
curvature at end
end,ordihate

in design is finding functions complying with

the . above c0nd1t10ns, for example polynomlals of the form
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/Zz/f_Zé‘{ - B (_43)

Substltutlng (43) into the above condltlons leads to a
system of linear equatlons for the ag-. The cr1t1cal issue
is selecting the appropriate number of terms in Eq. 43,
'and thereby the number of parameters that can be satlsfled.
Many terms means hlgh orders of é’ .and -hence potentlally
" many inflection points or. w;ggles. Few terms,may not suffice
to ensure the desired character of the curve. Williams,

Ref. 23, has 1nvest1gated this -issue, and relates his experlence

that the best compromlse ‘was obtalned w1th the parameters

M /Z /ﬂ/ 7(// 7/0/ 7/// 7/// /// (10)

using the terms
i=1,2,3, 4,6, 8.

The parameters need to be determlned from a prelimlnary
. lines sketch,'or £rom similar ships.

The whole design procedure, as. outllned by Wllllams in
Ref. 23, may be summarlzed as follows: '

*Start from a prellmlnary lines sketch.

*Read off, and fair (graphlcally) the shlp contours and
reglonal boundaries. This allows to define sultable
falrlng 1ntervals, and nondlmen51onal coordlnate systems.
The ship ends must be’ e1ther modified or treated separately

-.because of thelr extreme curvatures and slopes.‘

*The waterline parameters are read off or computed from
the drawxng. They are then cross-faired (graphxcally)
in the draft direction. ThlS means similar sets of
‘parameters must be used for all waterlznes.

*The waterlines are now represented mathematlcally in
accordance w1th their parameters. The system of equations
for the ay is sometlmes 1ll-cond1tloned, partlcularly if
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some of the parameteré are not filly compatible with the
assumed degree of the polynomial. In any event,‘the
appearance of the waterlines must be checked, and the
design parameters may have to be modlfled until satis-
factory lines are obtained. '

*From the final form of the equatlons, offsets may be ob- ‘
tained at any p01ntvon the hull surface by interpolation.

The 1nfluence functlon method

Thleme, Refs. 7, 9, has developed an lnterestlng variant

of the parametric method which permits compOSLng a Shlp line
from given parameters in a fast and elegant manner.. In the
dimensionless coordinates of Fig. 9, his approximating poly-

nomial may be written as

7

—

Fig. 9: Thleme s coordinate system.

S =
?7" 4// éf! KQQ?gfd

KQL /¢f( 75*{/&006‘*
Gt ety
f;jf [ﬂ/tw 0/%()’5‘ /P€f7/
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where

(;(, influence coefficient, constant value of the
parameter «(, to be given as input

CZ«,’ singly-subscripted influence function, a-polyhomial
in f, providing a unit value of the parameter ¢, and
zero values for all other parameters of the set '

izx/g , multiply-subscripted influence function, ‘a
polynomial in , providing a unit value of the parameter
X, finite values of the parameters /9/ etc., and
zero values of all other parameters ,

(‘9_; 7 (1) = ordinate at f= 1l
4,

u)

5

= "waterplane" area

/2,7 = nose rounding at ;- 0, where f = nondim.

radius of curvature

Zﬁ( é’: 0, @ = 0) = nose slope, incremental to

p"§
= s

= ? "{1l) = curvature at ; = 1, incremental to slope.
function

rounding function

0, & = 0) = nose curvature, incremental

ﬂu '

to rounding and slope functions

slope at €= 1

%mf}f\.

Ref. 7 gives details as to how the parameters é:; may,bé.
determined from a sketch or drawing. The influence fﬁnctions
C“”7£*7 are polynomials of the type of Eq. 43, "and can be

determined easily from the boundary conditions contained in
their definition. Thieme, Ref. 7, has tabulated several basic
functions and their polynomial coefficients. Fig. 10 shows

two examples.




Fig. iO: Two influence functions from Ref. 7, for.

_end ordinate,.;a}d and area,27‘£

As the. polynomlal (44) is built up, care must be taken
with coefficients such as C;h C%r, CEF whose subscripts
appear in more than one 1nf1uence function. They represent '
incremental effects so that, for example, the slope coeffxc;ent

C:y can only be found when the slope due to the 'C;'-term is

known. For more procedural details see the original.  As
the final result, the sum of all terms in (44) may be combined
into a single polynomial. _

Evidently, as the number of independent parameters goes
up the number of polynomlal terms must increase, and the method
becomes subject to the same oscillation problem as other ‘high
degree polynomial methods. ' But the influence function method
is certainly a fast and efficient tool in composxng (or de~-
composing) ship lines parametrlcally, by—pa551ng the diffxcultles
of solving complicated systems of equations for every new problem.

. The method of Mlller and Kuo. - _
Miller and Kuo, Ref. 20, have advanced a falrlng method
with some features similar to the aforementloned parametrlc

methods.
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The ship is subdivided into several regions of which
certain ones such as the ends, parallel midbody, bottom and
bilge, are treated separately. . In the main portions of fore-
and afterbody, the waterlines are approximated by polynomials
of the type (43), complylng with some six to ten integral and
differential parameters. The coeff;clents of the polynomials
so obtained are faired vertically in the sense of least squares.

Miller and Kuo report that they were able to represent Ship'
surface regions by as few as 15 to'25'x- -polynomial terms.

But they do not contend they reached more than several inches
accuracy, full scale, 1n these cases.

1.33 Direct polynomlal methods._

The methods discussed in this section derive polynomial
hull " equatlons from a given set of offsets, rather than from
given parameters. They proceed dlrectlx from the given hull
without preparatory transformatlons. The example dlscussed
is based on Refs. 15 and 18 by Kerwin et al. An analogous

method by F. Taylor, using Chebycheff polynom;als, is presented .

in Ref. 19. : .

- It must be understood that Kerwin was a1m1ng only at a-
relatively crude hull representation suitable for hydrodynamxc
computations. He could therefore afford to modlfy the water-
line endings so-as}to obtain a rectangular contour, Fig. 11._h

Fig. 11: Nondimensional coordinates
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A suitable approximating function is then

A/ f1 | o |
&75*?3/ t/ 4(4 Q]h,,';/;1uyzb : . (45)
_ n=/ ur=/ . ) |
where
,/.;," m'th pOlynomial in x

P .
7[,2= n'th polynomial in Z

The coeff1c1ents a ., are to be determined from the condition
that (¥, %) is to approx1mate the g1ven offsets ’/%{ in the

sense of least squares.

_ : Jr .
E = ;-1 '_—7 Z?K{”fﬂ /;;/;ﬂ" (46)

\/’:/ c=7 ¢ ”,/ w=rs

where j:;7-= number of given Z-, -and x—iocation of offsets

Generally, around 100 coefficients a . will be required,
and an attempt to find these unknowns simultaneously from the
system of equetions corresponding to (46) does not promise
any success, Ref. 15. o

‘Instead, Kerwin flrst approx1mates the statlons, then

their coefflclents_ln ‘the x-direction.

For the j'th station: / (2] = ; Q,y er (47

h=y

for example, as fellows (dropping 3).
/ (2] = Q+ Q2+ 4, 2+d, #+4r X ra# 49

The higher order Eerms are appropriate for flat bottem and

bilge area description.
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Solving for the coefficients Eh'by applying the least
square criterion directly, may again lead to numerical trouble
due to ill-conditioned systems of equations. This is why
orthogonal polynomials were introduced by Kerwin.

Before giving more details, a few comments about the
advantages of orthogonalization shall be made. The student
familiar with the subject may skip the following several
paragraphs. _

Suppose a functioen /Q;? is given by N offsets at the
stations xj. /;J cey {f’/ e 7[/&/ '

The function shall be approximated by the function

N (49)

[
/L-(X/ <7, Qlé / (}(/ /L'
| R / |
where /5 ()= k'th fgnct;on of an orthogonal set, see Eg. 52

N

The least'squares criterion requlres

N /c /y '
- 7’ ][ - <7 / / (50)
= dyg (4/ i,
/ i / yal £ J

Vs
g2 - Foe Bogflr

”7‘—/" /l/
The orthogonality property for the function set is

or

C’a ”,,

expressed as

”??7-' | ' G ] /f%Y~lt79eX§

= /-D/'r'/'/?; (o) = & o

/:/ oé / _lé( // Z@hzﬁ’y ) (52)
| 7 /

From (51) and (52)
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=1 ~ (54)
J/ :

IP) O o o ..0 . Z//,’(x/

/,. / j 2 { J'/ Ny

o ;/3/ ) 0 - 0 0 |4 | (Zh Ly

2 ¢

, 0 %7/30(9y g -0 |4 sz's‘ﬁ/
T T e | (55)

) 0 0. Zulyly) 0 ||Am| EhTa)

| Pl I ) - /_'}_ ‘

o 0 0 .-l Pl | (260

x€u

i
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QL -

In summary, for orthogonal functions the system of
normal equations reduces to one'independent equation for
each coefficient a s of the form (54). If on the other
hand the orthogonality relation (52) is not satisfied, the
elements in the left-hand matrix of (55) will be finite
everywhere, rather than just in the main diagonal. In this
case the accuracy losses involved in equation solving or

matrix inversion cannot be avoided.
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Kerwin uses a set of polynomials that are only approximetely
orthogonal in two respects. _ '

First, he uses Legendre polynomials, modified to be ortho-.
- .gonal in the;;nterval Z=0...1, with respect to integration

rather than summation as in Eg. 52. These functions satisfy

the relatlon

/ﬁlz/ﬂ(&/é/é- /f’v‘mye,é’

but summation as ini (52) yields only an approx1mate zero for

m # k.

Jﬁ,, (Zjé/é for m1=

The modified Legendre functions are

1

_/ |
ZZ-/j

P

| ' + -.fL— ;
ﬁf/ ot //j‘? //f" Tpel St

el

(56)

(57)

Second, Kerwin also includes high order polynomial terms -
like z'°?, z2°° in his function set since they are at least

' approximately orthogonal and need not be replaced by Legendre

functions.

In summary, his approximating function, corresponding to

the example of Eq. 48, is in matrix notation

where

G-

g =L@l Ly]

(58)
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" The coefficients, Eh', are determlned from a 1east squares'
condition analogous to (51). This leads to a system of
equations analogous to (55), but due to the approx1matert
_degree of orthogonallty the elements off the ma1n d1agona1
in the first matrix of (55) will not completely van1sh.“
They will be relatlvely small, however, and the predomlnance
of the main d1agona1 will ensure a healthy numerical solution
of the system of equations. _

As indicated earlier, the coefficients a ' obtained at
the given stations are subsegquently approx1mated by a
longitudinal 1east‘squares fit, in a manner very .similar
to the station fit. For the n'th polynomial coefficient}

éz.é ng ! ’ - (59)
o ”7 / -
where‘y§U7= orthogonal polynomial in X.

When the a A are fognd,0¢¢u;z/, EqQ. 45, can be written
as a polynomial in powers of x and z, substituting results
from (47) and (59). o |
Kerwin's method of orthogonal polynom1a1 fitting drastlcally
simplifies the task of finding many hull polynomial coefficients
accurately. But it cannot avoid the difficulties inherent in
the'attempt to find a single polynomial hull equation for .the
whole ship. As a result, the method is suitable whenever
an equation is sought that represents, in a somewhat approxi-
mate sense, a realistic shiplike shape. o

1.34..TransformationAmetths.

The methods to be aiscussed'under this heading use
basically the same fitting and fairing'techniques as those
of the preceding sections, but these techniques are applied
to certain transformed properties of the ship instead of the
hull surface given originally. The advantage is sought in
simplifications and improved guality of the fairing process

proper.
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Pien's method.

P. C. Pien, Ref.‘l3, has a three-step procedure ;
*The. shape y. = f£(x,y) , which is giveh by its offsets, is
transformed into a simplified form, f(x,z), with vertical

stem and stern ccntours:

£x 2

1 NG T

where P(z) = equatlon 'of the respective contour,
0 < X<z

M= an arbltrary, relatlvely great constant, say,

(60)

/HZJ

" The loéation, x_ .., of the new stem or stern is arbltrary

- max
provided that X ax < P(z).
*The modified hull surface. is then inEerpdlated, meeting

the conditions at three glven statlons exactly:

/ (x, z/ Z fee: z/ Koy (61

Where. _ » _
A,, given stations for interpolation, for example
midShip section, an intermediate point, and
, the end point x o '
> ‘max’ .
/2&}7, equation of section at A obtained by two-
g dimensional flttlng. :
I<?(X7, interpolating polynomlals, determlned from the

condltlons

v, e

*Between the statlons used in (61), there remains a flnlte
error, which according to Pien's experlence is relatively
easy to fit by a least Squares'polynomialz

10.
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}{;—(K/Z—/=7[;f &/—f((&/
NFZQ,/ vzd

If one assembles the results of the three steps he obtains

(62)

the hull equation

z////z/.c/f/x,z/fZEQ/ /Z /_.47/// (63)

Note that function vanishes at stem and stern, x = P(z).

The method of Rosingh and Berghuis.

In the method of Ref. 12 by R&singh and Berghuis, fairing
is applied to a function closely related to the second deriva-
tive of the waterline. The waterline is then obtained by
double integration. Thus, the method constitutes a genuine

transformation method.
In the dimensionless coordinates of Fig. 12, a waterline

may be represented as

/{/ =/ - {[/*2// f///;///«;’/d/% (64)

where :' //// = end slope, hence for 7(/5/

/;i/ /{?f 57/gﬁ/ //f é{ J// (65)

Auce
9’9’? o ), &
/ _%/;70—/54/% Mé—é +& (1-€)

N




Fig. 12: Waterline coordinates

The function hf/éy is a somewhat modified curvature.

The desiréd.Valhes for # are read off the drawing, using
finite difference'approximatiOns for the derivatives. Then
4 /5715 approx1mated by some suitdble function in thé sense
of least squares. ' The approx1mat1ng function is a smooth

- function, having continuous first; and 'second derivatives.
-The wateriine, obtained by double integration from (64), is
therefore guaranteed to be smooth also, and the integration
will further filter out minor oscillations. Eq. 64 also
accounts for soile of the essential boundary condltlons of
the waterline, namely ordinates and slopes at F = 0, and 1.
Vertical fairness is accomplished by a separate crossfairing
step like in other draft function methods.

The feature that the method exp101ts the smoothlng
gualities of integration, is its essential advantage. For
example, the fun;bion i(/fy may be approximated rather
crudely without too much distortioh of the desired lines’
character. This 51mp11f1es ‘the flttlng problem a great deal.
Oon. the other hand, the lines cannot easily be kept close to

a glven ‘set of p01nts.

'The method of von Kerczek and Tuck.

.Ref. 29 descrlbes a method by Tuck and von Kerczek which
was originally mot;vated by the 1ntent10n to compute hydro-
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dynamic éqantities, such as streamlines and pressure distri-

butions, for a given ship hull on the basis of slender body

theory. An elegant and flexible hull form representation,

. at least for the underwater hull, came out as a by-product.
Inrthisrmethod, the sectiohs are generated by conformal

mapping, and the coefficients of the mapping function are

faired longitudinally.

-~ The mapping function for a seCtioh has the form .
2 é 3=2n ' o '
=, q . - 6 . o (66)
g n o L

"where

2= x + iy, %, y = coordinates of section, Fig. 13-

§= €+ ifz =r e , r=1, coordlnates of unlt c1rcle,
: o . Flg 13

The real coeff1c1ents, ah, are determined so that the’
least square error between the curve (66) and the given offset'

p01nts is minimized.

t

o _. @ ’?‘ @

A X o
> >
S =~ s
M=y -
Approe. /. Em B
flhhl/ Em U(‘;/ﬂu’“% '

s P({w,/l;m-/ , P(?’ //m/
/557.4‘1 : o ‘

fccﬁm W L/lfz// c;r(/g m

Fig. 13: Conformal mapping, coordinates




-

- .46 -

For a giVen-po;nt (% .,.¥y), with (66), ‘
X, = & w;(/.)’jn//m//- - (67)

/V
/u = __J, ' thz//g-/”///f—f

where‘Em',_Em“-= ‘error components.

Hence E-E /E/L,;_E/// _~"/h" S (68)
.-m/ | o -

_'M = number of given points, =

or "‘"03'1‘7=/>.~/‘/'”
/B i ‘, / /- / .
- ' (69) -
~ - .
_ oL . g |
and — = é) ‘ m'f-' / oo M
B% J |
. %
_For more details see the original reference. The longitudinal
least squares fit of the a, is based on the polYnomial”

[3«//‘;/:2’ x/’; S/b‘(- - (70)

I

S, longitudinal coordinate.
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The nature of conformal mapping ensures smooth .character
of the final result. Note that in conformal mapping one
obtains a horizontal tangent at the keel, and a dértical
tangent in the water11ne as a consequence of the conformlty
of angles between 4f plane circle and z-plane sectlon. In
practice, flare may be prov1ded up to a region rlght under
the waterline. : _

" The method may be extended to include the ‘abové water .
portion of the ship by moving the mapping planes y = 0,
7 = 0 far enough upward. In this event, the hydrodynamlc .
significance of the result is sacrificed. ‘

Further extensions of the method encompassingfparametric

design constraints are uhder development at The University

- of Michigan by Ogilvie and Bhattacharyya.

1.35 Surface f1ttr_gﬁmethods.

The methods dlscussed up to this point were eithef draft
function or sectional methods, in which the three-dimensional

fairing problem is reduced to a sequence of two-dimensional

'ones. For example, the water;ines were faired first,.then

the sections, and so forth by trial and error. This approach
to hull fairing may.have'been'motivated by thé natural in-
clination of the naval architect to simulate the spline, a
two-dimensional fairing tool. More importantly, it Wae
believed that any attempt to obtain a surface equation‘in<a
single.fairinq step would inevitably lead to a prohibitive
increase of the equatiOn eolving effort. 5It'turns‘outfthat“
both of thesé opinions are not the final verdict. '

In other industries, for example in‘automobile and aircraft
production, equally complex three-dimensional shapes have to
be dealth with. But these industries have never been. exclusively
attracted by two-dlmen51ona1 layout methods such as by spllne.
Instead, the clay model and the three-dlmen51ona1 mock-up
governed the th1nk1ng, and not so surprlslngly these became
the ahcestors -of three-dlmen51ona1 mathemat1ca1 surface repre-

sentation and fairing.
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The major obstacle of havin§>to determine too many unknowns

in a s1ngle step may be overcome by working in suitable surface

coordinate systems, and/or by complete orthogonalization.

Coons' surfaces.

S. A. Coons,.Ref.'40,'has formulated a‘parametric surface
representation'Whiéh'has found wide application in ‘the aircraft

and automobile industries, and particularly in computer graphics
applications (see for example the sections by Herzog and Chasen -

in Ref. 36). It has also been extended to ship surfaces by

Hamilton and Weiss, Ref. 24. Brief introductory descriptions

of the method are contained in Refs. 24, and 36 (Chasen).
Coons represents the surface in terms of two parameters

(coordinates) u, and v. The equatlon of a quadrllateral surface

‘patch Fig.’ 14, is given as
7~{Mv~/ r/ﬂ f/‘/ /;,— ujf}’“//v'/ z‘ (t(/f-
y 7l 8) Fle) + 7l 1) F (o)~
_.vr*/d 2/ /'(oz/ ony—r/w/ [u//‘//(?l)
(] 0/'51“/'514%.2‘”—//,%5/«/5—“& .

where T denotes either x, or y, or z so that (71) contains the ..

parameter equations

x = "x](u,v)_
= y(u,v)
z(u,v)

N
]

rr(O V), r(l,v), r(u 0), r(u 1) are the parameter equatlons of

the four patch boundarles.'

‘F(0,0), ;(0,1); f(l,O), r(1,l) aré;the»cOordinates of the‘
patch corner points.

'

¢
r
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F, (uf, Fo(v), F,(u), F, (v) are blending functions defined
for the purpose of: 1nterpolatlon within the patch, . see below.

The coordinates u, v represent curv111near surface coordl-
nates for the patch in x-y-z space. They are deflned k={e] that
the corners of the patch in x-y-z space and in r-u-v space
correspond to each other. But the exact relatlon between u, v
and the components of r depends on the shape of the patch as '

-

expressed in Eq. 71,

X-y-2_space _ " ¥-u-v space

Fig. 14: Coons' coordinates
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In the interest of convenient surface manipulation and
matching of contiguous patches, it is desirable to define the
blendlng functions so that the patch boundary curves depend
only on the coordlnates and slopes at the patch corners, rather
than also on slopes and points along the boundaries or within
the surface.
In summary., the blendlng functlons shall satisfy the
following condltlons” _
*The boundary curves must lie within the surface. This is
accomplished if-
F, (0) =1 . F,(0) 0
F, (l) =0 F, (1) =1
where the arguments may be u, or v.
*The slopes along each boundary shall depend only on the

(72)

corner p01nt slopes of that boundary..
~ Consider,’ for example, the general expression for the u-

direction slope along the boundary u = 0:

7y ) Lolece] ) S

! >y _
0w / ‘ }"“ P u




.‘.51_

This-ekpression would depend on the properties of other.

5 (u= 0/

’Bcz -
By similar argument for other slopes and other boundaries

boundaries unless we let

F,'(0) =0, F,'(0) = o,_Fo'(;) =0, Ft(1) =0, (74

where the prime denotes the derivative by u for F, (a), F (u),
and correspondingly for v. ‘

Egs. 72 and 74 furnish, four conditions. for every F. These
conditions are satisfied by thé cubics

Fo(uw = 1 = 3u® + 2u®

F, (u) ‘3u2 - 2u? (73)

and identical forms for F, (v), and F (v). Note that F, +'.F'1 =1,
as one would expect from coordinate 1nvar1ance. ..

In conclusion, the cubics (75) are ‘suitable to represent
a patch in terms of 1ts boundary curves, to vary any boundary
without alteration of the opposite boundary, and to match
boundaries. of. contiguous patches.

In principle, blending functions could be constructed to
meet more conditions .at the expense of some added complexity.
Chasen, Ref. 36, mentions the usefof an additional parameter
K which is adjusted so as to ensure agreement between surface
equation and given offset at the cénter point of the patch.
This leads to blending functions such as |

F,(u) = (16K - 10)u* + (21 - 32K)u’ + (16K - 12)u + 1 (76)

The representation of the boundaries, r(o,v), etc., is
arbitrary,in principle. But if one wants to prescribe corner
pointhoffsetsvand sLopes,-and'keep the,number of internal
inflection points limited, cubics Sugéest themselves for this

purpose also,,for,eXample:,:

T(0,v) =f¢§E: A vt (77

i=0




Substituting (75) and (77) into (71), one can see that one
obtains a bicubic equation for r(u,v): :
| 3 3
_ . ' 2€~7 i j
~i=0  3=0

In practice} for any patch of given corner point offsets

and slopes, one will first derive the boundary equatlons (77),

and then, using the universal functlons (75), obtain the
bicubic (78) by assembling terms in (71).

Derived properties of the surface, llke area, centroid, .
moments, etc., can be suitably expressed in terms of the u-v
coordinates, see Ref. 24. It is also relatively simple to
get oriented views which explains the popularity of Coons'
surfaces in computer graphics. _ ,

Coons' surface representation will accomplish'an exact
interpolation of a given set of points and slopes if these
points can be used as patch corner points. There is no im-

mediate control over the fairness of the surface, and bad data.

points may cause bumps. There has been some experimentation
in active computer graphics to use light pen ihstructions to
correct the patch corner properties until the shape is satis-
factory. It is also conceivable to combine this surface
representation method with-scme fairing technique, and to
incorporate design constraints.

L1dbro s method.

Lidbro, Ref. 16, describes a. method aiming at the- 1nter—

polation of a given surface by means of patches like the Coons
method, but less ambitious mathematically. .The steps involved
are: , '

*The surface is subd1V1ded into many patches. For shlps,

the sections may be chosen as one set of boundaries (called |

- generating curves), whereas the second set is formed by

"curves) which are neither waterlines nor buttocks, but
something in between, not unlike shell plating seams..
These must be selected with some - judgment.

|
|

|
i
|
t

i
W

curved lines in the longitudinal direction (called parameter
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*The y- and z-offsets of the parameter curves are now.
apprOX1mated separately by sSuitable functlons in x, not

necessarily polynomials, see Ref. 16.

£ (x)

fz(x) for each long. boundary

N
]

*The parameter curves define points on the sections through
which an interpolating-fﬁnCtion, y = £(z), is now laid
at the patch boundariés,vand perhaps at some intermediate
stations. Again, any suitable function will be used for
the purpose, mainly polynomialéiand arcs of cqnig.sections.
"The coefficients of these functions are then represented
-as a function of X. 7 _
*The surface is thus uniquely defined. Hull offseté‘y—may
be interpolated for any given x, and Z.
The method does not do any fairing. ‘The accuracy of
interpolation depends on the patch size and proper choice of
approximating function. The results méy.be as good as desired,

but experienced judgment is required.

The method of Kaiser, Nagel, and Schiller.

An eleganf and successful surface fitting method, similar
to, but in some respects more advanced than the basic Coons
method, was presented by the aboﬁe—mentioned authors in Ref. 41.
Some of the main features are: ‘ |

*Smoothing of the input pointé precedes'the interpolation.

More details on this will be given in section 1.4. -

*A system of grid.lines similar to the‘CQons patch boundaries
is introduced. Arc lengths along the-grid lines, ora

"close approximation therebf, are’used‘aS‘parametric surface

coordinates. In this representation the surface may assume

‘any orientation in space. | | o

*The equations of the boundaries aré assumed as £ifthvdegree
polynomials in the arc lengfh coordinate, u, for each of

‘the dependent variables x, y, and z:




This allows offsets, slopes, and curvatures to be specified
and matched at both ends of the curve.

*The offsets are read from the drawing, but slopes and
curvatures: dre treated as unknowns initially except

perhaps at the very.ends. The slopes and curvatures at
intermediate data points are determined from the extra
condition that the third and fourth derivatives shall be
continuous at these points.
a system of equations for 2(N - 2) unknowns will furnish

-all unknown slopes and curvatures. These results, together

with the given points, define the polynomials (79) for every

segment. The whole procedure ensures reasonablée fairness.

*Further offsets may be derived by interpolation in the
surface coordinate system. Other properties can also be
derived as in the Coons method. But the. computational'

effort should be a little greater due to the hlgher degree
of polynomlal.

The method of Kantorowitz.

A recent method that has already found wide appllcatlon in
Shlpbulldlng was presented by Kantorowitz in Ref. 31. In its
essential part, it approximates the surface in CarteSLan
coordinates, but taking advantage 6f complete orthogonallty of
the approxlmatlng pPolynomials. The major steps are as follows:

 *The surface is subdivided along lines where curvature or

: slope dlscontlnultles or other abrupt changes are deSLred

Many of the patches and their boundary curves so obtalned

can be approx1mated by two-dimensional polynomlals and arcs

of conics in a conventional way.

*Three-dimensional fairing is applied to the curved surfaces

of forebody and afterbody between the parallel middlebody

and stem or stern. Sometimes these surfaces are further

For N - 2 intermediate points, -
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subdivided. The subdivision is made so that extreme slopes
and curvature transition are avoided within the surface.
The-surface équation is basically a‘p91Yhomia1 of the

form
’ 4

.L,' v . v
P(y Zj Z X Z/ T (80)
(o j= : o -
where Q = (I + i»(J + 1) = number of polynomial terms, typically

around 50.
The surface may also be expressed in terms of the function set

L, (x,2) } :
e 4

/D({»?/ / dt_ll['/,i/ - (81)
A R

where Lt(x,Z) = orthogonal polynomial satisfying the relation:

.Aa ' : : —
fZ:/J WPL (’Yr Zr’]Z /Xr Zr/

R = number of glven points
xr, y zr = given offsets of r'th p01nt )
w, = a weighting factor- great weights are used for p01nts
on the boundary which are to remain fixed. See Eq. 83.
The process of generating the polynomials L (x,2) for any .
given set of data points is described briefly in Ref. 31, and,
some of the fundamentals are found in Refs. 42, 43.
The coefficients a, are determined one after another from
the least sgquare condition

', /P(xf z/ ;/ (83)'

r=/




The method may claim it has carried the principles of patch
subdivision and orthogonalization nearly to the optimum. This
results'in an efficient and accurate procedure. The full scale ﬂ‘
fairing deviations are reported to be nowhere more than 2 inches.ﬁ

The input data must have been carefully checked for inconsistenCieE
(by computer) : - ‘ “

1.4 Data smoothing: o

Most hull representation methods are sensitive to bad input ;
data points. The fundamental difficulty lies in distinguishing
'input errors due to“misreading and'mistranscription from points'
that are inconSistent only because of lack of fairness in the 1
raw data. The former are random and must be eliminated, the '
latter somehow express the designer's intentions and: their char-- h
acter is to be conserved. Smoothing is here defined as the . S
elimination of random input errors, see also page 6.

The safest, -and ‘perhaps the only foolproof, way of checking
input data for random errors is graphical display and inspection
of the input. This is a common procedure since graphical devices %
are usually available whére hull fairing is done. U

Analytic smoothing methods have been used with some success "ﬂ
also, Refs. 21, 28, 31, 41, but are of limited generality. They J
test for closely sPaced_inflection points, irregularities in the ﬂ
higher order differences, or any other knoWn simple property of ﬁ

. |
ship data. These criteria help to detect one bad data pOlnt among'

sevVeral good ones, but are not reliable when more than one mistake|
is involved. Punching mistakes can be détected with the aid of
simple check sums ‘of several input values prepared manually and w
read in along with the data. f

. ‘ }
1.5 Comparison of hull r_presentation technigues. i

A general overview of hull representation techniques is given
in Table I on pages 10 to 12. 1In that table, the'classification é
by purpose, input, procedure, function type, etc. follows the H
general categories listed in pages 9 and 13. Note that the H

column "Section" refers to the five basic methods distinguished =
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in page 13 and discussed in sections 1.31 through 1.35. 1In the
column "Patches" the entry "2" means that forebody and afterbody
are the only separate regions. To summarize the essential
properties of the five basic methods, we give the following
condensed comparison.

Spline methods.
Accuracy (Suitability for exact fit): Excellent, at least for

the more advanced versions of the method.

Flexibility (Suitability for creation of lines): Good, although

constraints need to iterated for.

Effort: For N+l given data points, N+3 simultaneous equations
rmust be solved both for spline interpolation and least sgquare
spline fairing. The linear programming formulation of the spline
fairing problem'leads to 4N+5 unknowns in the same case. The

systems of equations are relatively well-conditioned, in general.

Quality (Smoothness): ' Excellent.

Parametric methods.

Accuracy: Point accuracy is not the purpose.

Flexibility: Good; immediate relation to constraints, but limited

number of constraints.

Effort: Number of equations equals number of constraints; no

more than 6 to 10 per line can be afforded without risking
]

wiggles.

Quality: Only good if number of constraints relatively small.

Direct polynomial methods.

Accuracy: Limited where abrupt curvature changes are involved.

Flexibility: Not too good due to complicated relationship to

constraints.

Effort: 1In orthogonal form, the effort is reasonable. It corres-
pohds to the number of points per line (N), hence is about the

same as for the spline method.

Quality: A tendency to show wiggles as the number of terms in-

creases.




Transformation methods.

Accuracy: Good provided that sufficient patch subdivision is
used. | ' |

Flexibility: Acceptable; iteration needed to meet constraints.

Effort: Relatively'high; transformation effort is added to that -

of the aforementioned methods.

Qualitz; Good in some transformation methods.

Surface fitting methods.
Accuracy: Excellent.

Flexibility: Good; but iteration needed to meet constraints.

Effort: Relatively high; must find parameﬁer representation
‘of surface and solve the fitting problem.

Quality: Good.

Discussion of some special features.

*Type of function:

Discontinuous polynomials (Theilheimer), elliptic functions

(Gospodneti€), variable spline polynomials (Séding), ortho-

gonal polynomials (Kantorowitz and others) have all shown

good suitability in fairing whereas straightforward pdlynomiaI%

must be limited to simpler cases.
*Patches:

Sufficient patch subdivision seems to be a necessary featire

of any successful method. In the surface techhiques and

many others, the patch boundaries are directly preséribed,

in the spline methods analogous transitions with discontinuousf

curve properties are permitted at any given data poinﬁ; At

the least, patch boundaries are required to accommodate abrupt

change in the surface derivatives. At the maximum level of.

subdivision,'oné'will select enough patches to allow patch
description by simple functions. |

*pDraft function versus sectional versus surfacerfittiﬁg methods :

"

I
{

|

|
i

Both, draft function: and iterative sectional methods appear

|

|
1




- 59 -

somewhat less elegant than a simultaneous fit of the surface,
and after the introduction of. orthogonallzed surface repre-
sentations the computatlonal effort does not seem to make a
great difference among the methods any 1onger.' ) ' -

*Future outlook :

The problems of hull form interpolation'and-fairing'appear'to
be sufficiently under control now, bnly_some efficiency re-
maining to be gained. But no fully satisfactory method

of lines_cfeation-seems'tq exist. ‘Moreifoolproof_methods,
more directly related to the cehstraints,HWill be'required'
in the future. : | '

i
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2. Computer-Aided Preliminary Ship Design.

2.1 Definition of problem.

It is clear that we cannot begin to design something by computer
before we know how to design it without computer. This does not
mean that the computer is limited to conventional design procedures
or may not be applied to innovative designs. On the contrary, the
computer is encouraging the rational treatment of newly arising
problems. .

But we must keep in mind that writing a computer program re-
guires an algorithmic description of the problem, this means a
unigue definition of the seqtence of computations. This is not
always easy in the case of design where many cbmplex situations
need to be evaluated and where human judgment is in its true
element. . ' '

It will be the purpose of the following discussions to illustrate
how the conventional design process, or at least most of its steps
at this stage, can be simulated byrcompute:; apparently without
loss of validity. Subsequently, the issue of human versus computer
efficiency in preliminary ship design will be given some thought.

' There is no contention, of course: that the computer can generate
ideas, a most essential ingredient of design. But the computer is
indefatigable in evaluating and perfecting any number of combina-
tions of given basié ideas. These ideas, i.e. basic configurations
and operating concepts, the loosest possible description of the
desired species ship, must be computer input. I leave it to the
reader to ponder how many of the ideas we use in ship design are
actually basic. _ |

The purpose of preliminary ship design may be briefly stated

as follows: "From a given set of functional requirements and in
view of known environmental and legal constraints, determine the
principal characteristics of the design (size, proportions, speed,
etc.) so as to optimize a measure of merit of prescribed type."

A. The functional requirements vary considerably with the

type of ship. For merchant ships the following set may be typical:
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*Payload, if spec1f1ed by the owner on the basis of a market
analysis for trades of limited cargo availability (general
cargo ships, container ships and the like). If unlimited
amounts of cargo are available (tanker, dry bulk carrier)
the payload would1normally not be given as a requirement,
but must be derived from the constraints (port‘depths; etc.),

*Speed, ‘if specified by the owner on the basis of his operating
schedule and market analysis. Otherwise, speed becomes a
design variable, see below.. '_ | '

*Endurancé, moré precisely the greatest distance betweenzre-
fueling ports: '

" *pPropulsion regulrements, type of propulsion system, or alter-

natives under cons1derat10n (steam versus d1esel single versus
twin screw, etc.). h

*M1ss10n regulrements, such as. cargo handllng capabllltles,

extent of cargo refrigeration, maneuverlng capabllltles, and

SO on.

*Crew requlrements, unless d1ctated by legal factors.

B. Constralnts.

”*Restrlctlons of waters and;ports, 11m1t1ng draft bean, length
and sometimes height of superstructures. '

*Seakeeping constraints, imposing llmlts on ship motlons and

acecelerations derived from con51derat10ns of sh1p strength,
safety, and crew comfort.

-*Safety constraints, pertinent to stability, freeboard, survival

of damage, lifesaving equlpment, fire hazards.”

*Prim constraints, often‘introdueed by the designer‘to ensure

reascnable resistance prpperties, propeller submergence, and
strength: . : s "

*Mannlng rules, where appllcable by law. s

o

C. Measures of mer1t.

Measures of merit relate benefit to effort.- In merchant ship
design, profit is the desired benefit, and the size of‘the»inQest-
ment measures the effort.' Their ratio} the profitability of the_'
investment, is to be maximized. There are many, more or less
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perfect, ways ofiexpressing profitability. ‘The following list

suggests a few,'for-more details see Ref. 66. S -
*Yield, most direct measure of'profitability;*défined'asVafter
‘tax interest rate'equivalent to'the'investmentZ?”Mayfbe‘deteré
mined by the Discounted Cash Flow method, Ref 66, for pre-
dictable - revenues and known costs. I

*Capital recovery factor:
' : . - A' ) X _. - L . . . .
CRF' = -f’- S SR (84)
where A' = R - Y - T = return after taxes
‘ R = revenue -

Y = operating cost

T = taxes

P = investment

CRF' is of immediate usefulness only where revenues are pre-
dictable, returns are unlform, and llves of . the des1gns are

equal.

*Net present value 1ndex, an . alternatlve to yleld for known
‘revenues: '

NPV = net present value of all cash flows based on interest
rate specified by investof, see Ref. 66. - '
*Average annual cost, useful where revenues are unknown, but’ the

same for all des1gns.v
AAC=Y+CR-P -~ " (86)
Y = annual operating cost o - ) o
CR =:cap1tal recovery factor for glven llves and. interest

rates :
CR -.E-=-annual cost. of capltal recovery

*Required frelght rate.

R )
c ="annual.t::ans"p'ort capacity} a measure of benefit
where revenues are unknown, but not the same among
de31gn alternatlves' ' ' '
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‘V*Shlp,merit factor, as defined by Cheng; Ref. 67, 1is the in=

verse of RFR if one chooses to express the transport capacity

in annual ton-miles.

following breakdownﬁ

IWPT_V

SMF = k c

where
SMF

B
W, /W

R/W

.RV/PB

nO,nH,nR,nS

8760 - fs

(88)

£ £ __;__,.Aa - .
w n h

= ship merit factor

8760-fs . fwfv/(l + fP) = servlce‘conStant

payload

design speed in knots
. AAC = averageé annual cost
- 24 - 365 hours/year

utilization factor, percent of annual serv1ce
hours . G
load factor; percent of designed payload

operating speed factor, percent of design speed
port time factor, port t1me/sea time
C/PB = spec1f1c operatlng cost ‘in dollars per

horsepower-year
power delivered by prlme mover

, payload-dlsplacement ratlo

'drag—dlsplacement ratio

. propulsive efficiency

ﬂH_ nR ﬂs
open water, hull, relatlve rotatlve and shaft

-transm1ss1on eff1C1enc1es, see Ref. 64.

The breakdown shoWS how technical and operational improvements aff

the overall success of ‘the des1gn. See Reﬁ._67‘for a more thorough

d1scuss1on.

D. Des1gn varlables, also calle

*Length, L

*Beam, B

r

‘Among other formulations, Cheng gives the

|

d decision varlables, are typlcal'




*Draft, T

*Depth, D .

*Block coefficient, C

*Midship coefflclent CM; unless fixed

*Speed v, unless speclfled by owner

Dlsplacement and prlsmatlc coefficient are left out since
they can be derived from the above. But they mlght replace two
of the above since the role ofvdependent and independent variables
is arbitrary. '

An alternative set of design variables, dimensionless with one
exception, is - o i |
v

L . .
’ 51 CBI CM,‘@T

Lol

L
LI EI

In practice, there are sometimes fewer than seven unknowns if
some of the variables are fixed by owner's requirement or due to
constraints. ' '

E. Intermedlate results and output.

Before the measure of merit can be. evaluated for any assumed set
of principal dimensions the design must be worked out in some detail
and its feasibility verified. This is discussed in the following
section. The final output consists of the best set of design variables
in the feasible range, and a crude descrlptlon,of_the associated ship.
A look at some of the second-bestfsolUtions is often also of advan-
tage. ' ' ' '

2.2 Elementary relatlons of prellmlnary deslgn.

The purpose of this sectlon is. not to give a complete catalog of
relations that have proven useful in prellmlnary design. The ob-
jective is simply to review some typical steps and relationships
under the aspect of computer adaptability. ,

The flow chart in Fig. 15 glves an overv1ew of the steps in
preliminary design. There is, of course, a great deal of variation
from design to design and from designer to deslgner as to the most
suitable sequence of steps, usually leading to the same answer in
a more or less straightforward manner. This is indicated 1n Flg. 15
by the staggered, incomplete loop arrows:- After any stage 1t may be
decided to go back- a number of steps'to_correc; infeasible results,
or to skip any number of subsequent steps.as a shortcut if it is |

intended to do a more complete analysis during the next checking




- 68 -

Unlimited - o Limited
cargo avail.} - ‘ | cargo avail.
‘Given: Route, constrairnts| [ Giveni-;Payloaé,*route,
: ' o (speed)
Find: Size, proportions, : :
speed o ' ‘Find: SiZe, proportions,
(speed)
Estimate A, speed and
‘|principal dimensions
S i ) '
Power estimate:
SHP ' o
* |Weight check| . S
f ' {Lines and arrga;néeme_ﬁtsl - -* 3
: * : - - |Freeboard| = |
Q |Check of capacities| . LA
t ' .' 'IStability, trim and motions| :.: $.' 7

| o R T

| Measure of merit

Optimum

Fig. 15: _Fléw chart of preliminary deéign 
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cycle. 1In the end, one will have a feesible'design aﬁ@lits measure
of merit. This does not preclude, however, that the measure of
merit is used in earlier stages to reject some less desirable alter-
natives. An optimuﬁ’ean.be found among the feasible designs as
discussed in section 2.3. Let us now look at the ihdiViﬁual steps
of the design process..

2.21. Displacement estimate.

A‘gbOd'first guess of the displacement helps to find-a feasible
design fast, but is not absolutely crltlcal since the dlsplacement
will be adjusted when weights are known more- exactly.

In the case where payload is given the des1gner can fairly
reliably estimate payload/deadwelght, and deadwelght/dlsplacement

ratios from similar ships. Hence

~ payload
" payload . deadweight
deadweight dlsplacement

If cargo avallablllty is unllmlted and phy51cal constraints
govern the size, an upper bound for the dlsplacement can be con-

structed from assumptions as to
| B\ D Voo
T l<_’ r me (_ . r Co
max .T/max T D/ ;f'B

With some experlence both methods furnlsh a suitable flrst guess
which may serve as computer input. ' )
2.22 Flrst estlmate of;prlncgpal dlmens1ons.
In the usual Brltlsh unlts, ‘the law of Archlmedes requlres

~ 35A = CB.LBT = CP‘f CM LBT - (89)
3 /2240A T
from which . B = - (90)
o ' C
\,
/ 2240A
(91)

Hlw

and | T = T\ [
o - \/egLe

When A is known it is only necessary to estimate certain
dimensionless form coefficients to find the principal dimensions

by means of Egs. 90 and 91.
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For crude orientation, ranges covered by Taylor's Standard Series:

. . . ’ |
Cy = 3—1?35 - - up to 0.007 | o

Generally,. the designer will be able to define narrower ranges -
within which the optimum should be sought knowing by experlence
where 1nfea51b1e solutlons result. These ranges can be used by
- the computer in the optimum search, and the first guess selected
accordingly.‘ Further useful guldance. S _

*Curves of optimal CP = f(—/%) after Taylor, Ref 64, and after

Van Lammeren. . '

*Curves of correspondlng favorable values of CB' CP, CM after

Lap, Ref. 50. , ' ' ,
*An equation. for favorable GM, given in Ref. 60‘without-further

source: _ ‘ _
2 - .3

= 0.977 - 0.018 (&) + 0.76 (—%) - 0.115 | -]
Cy = 0.977 = 0.018 (/E) 0.76 (TL‘) 0.115 (%

*Favorable Cy = 1.08 - 1.68 F_ - 0.244 F_ ?, with £ 7..= after

1
Van Lammeren. _ . ;
'2.23 Power estimate. | , N R |

L B __ - : . o
Since 4, CB' CP' CM"CV’ B' T are now known from the previous

step -the effective horsepower can. be estlmated ea511y from

*Taylor Standard Ser;es. ‘Computer programs for this purpose are
available. They are'muitl variable lnterpolatlons of number
tables based on the graphs of Ref. 48. ’

*Series 60, BSRA series, or others.'

The bare hull predictions ought to be corrected for appendage drag
The shaft horsepower: - - 'f'

-emo e gy

The open-water efficiency, Ng’ may be determined from:

*Troost series. Programs exist. o ' R -

,.,



*From the equation
Mo = Mi £
f(CTIAI ZI em)'

| I

' e .
her _nl

induced efficiency from Kramer diagram or corresponding equations

7 g = f(Em, Xi)

| ‘ 1 - 2e_ A
4 m

2 €m

1+ 3
. 3%

, blade efficiency

T

Cp = (0;59\f—2°'A y = thrust loading coeff1c1ent.
A" % -
N Va ,
= Dy - advance ratio.
Xi = ﬁl-=-induCed advance ratio.

7z = number of blades.

<
|

V(l - w) ='advance speed.'

w = wake fraction.

'D = propeller disk area, and diameter.

n = revolutions per second. _

€ = mean drag-lift ratio of blade elements, estimated according
to imminence of cévitationi between 0.04 and 0.08, safer at
upper limit.

For both estimating methods, wake and thrust deduction fraction

must be given, as will be explained. The nunmber of revolutions may
be optimized within specified limits. '

The hull efficiency, Nyt

" = T-w

where ~ t = thrust deduction fraction.

_ W wake fraction.
Estimate for t, and w may be obtained from
*Series 60.

*Approximate equations.
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For example, from diagrams of Harvald, Ref. 46,
I obtained by least .square approximation:
For single-screw ships:

- = A - L4 _ A 2 ) i
where . 7 L _ .
ky = ¢g7—— - —1\\ - § ~ correction.
£ (1+ 013 = 0.1 (7 -_g))
k, = £,(-0.0625 + 0.15 Cg) = section shape correction.
fs = -1 to +1 from extreme V to extreme‘U-sections.
k, = _4.35(%‘; 0.04) + 90(— - 0 04) = diameter correction{

D = propeller diameter.

For twin-screw ships:

W=k, (-0.1+ 0.35 Cy + 16.4(Cy - 0.6)7) (94). |
where. K, = - R | — = % -. correction i
= (1 + (0.72 - 1.2 Cp) (7»f_§)7 2

After Schoenherr,; Ref. 64, : ' ' ' _ ' I

for single-screw sh1ps 7
t = (0.5 to 0. 7)w, dependlng on:rﬁdder resistance,
for twin-screw ships: S
~ with bossings: t = 0.14 + 0.25 C
- with struts:  t = 0.06 + 0.7 Cy

The relative rotative efficiency:
' g = 1 for purposes of prellmlnary de51gn.

Service allowance.

Finally, according to U.S. design practice a 25 percent power ;
margin is usually added to the calm water trial shaft horsepower t01
allow for speed losses due to the seaway and foullng.

2.24 Weight check.

With ship dlsplacement, hull proportlons, and machinery power

established, a refined weight estimate can be obtalned, tradltlonally

based on the following weight categories:

.(93)

H
|




Light ship:

Hull structﬁre
Outflttlng and hull englneerlng
‘Machinery

Deadweight:

Payload

Fuel ‘ , .

Fresh water (feed and domestic)

Lubricating oil

Provisions and stores

Passenger, crew, and effects

Dunnage | o
‘Estimating relatlonshlps for these categorles may be based on
*Empirical relatlonshlps publlshed in the llterature, ‘for example
| Refs. 51 to 39, and 65. In these relationships weight equations

‘are given 1n terms of the 51gn1f1cant hull form and operatlonal
parameters.. . ' :

*Shlpyard welght‘data. The reIatioﬁships derived'from such data

are in principle the same as above.

*Classification rules. The use of ABS or. other rules. requlres

.a fair amount of'detailed.knowledge about the design.

Computer programs. for steel weiéhts_baSed on the rules have been
written by Evans and Khoushy, Ref. 54. While such programs may
bring about desirable reflnements at a somewhat later stage of design,
they are to time-consuming for early welght estlmates.' '

As an illustration for parametric welght equatlons, let us quote
a few examples from Refs. 59 and 60 for a general cargo ship.
Equations of this type are, of course, easlly programmed

Steel welght- , : : .

(95)

(L(B + D) - 0.9861''°
— ..

- outfit and hull engineering: . _
: oo V. ,;3‘ . 1-191_ _ o

_.lo‘c_).,._.. S




Machinery, wet:

7.18 SHPO* 4?5 : o (97)

Wy = . o

. ’ . . : .t

Wi ='il;2§40 ?Hs FB, long tons - (98)
where FR = 0.5'§§§§¥2§§§ = fuel rate, steam prOpulsioh, in 1bs

per HP-hr. _ i
1l.1E = refueling range in miles, with 10 percent allowance. |
- |

V = speed in knots. - ' :

If the weight total does not add up to the displacement originally
estlnated one will normally go back and try another displacement
estimate, suitably the one Just obtalned as welght total. i

2. 25 Lines and arraggements.

Prellmlnary lines and arrangement sketches may serve two pur—
poses in the early stages of ship design, namely to check:

*The feasibility of the selected set of pr1nc1pal dlmenslons as

to freeboard, capacities, stab;llty, trim, etc.

*The "optimality" of these dimensions, this means the ‘effect of |

lines and arrangements on the measure of merit. . , _
on the one hand, even ¢rude lines and arrangement plans are somewhat
laborious to prepare, and it is tempting to by-pass this step untll
after the principal dimensions are well established.. This cah |
sometimes be justified where the feaSibility of the'design is |
beyond doubt on the basis of past experience and whére the effect !
of the arrangements on cost and effectivenesslbf the ship ecan be !
neglected., But, on the'other hend, one need only look at a con-
tainer ship or_militery vessels to realize that frequently lines
and arrangements have a decisive influence on the functional capa-
b111t1es and hence on the measure of merit. -
_ Nevertheless, 1t is probably fair to say that lines and
arrangement design is one of the weakest spots of computer-
aided preliminary aesign. Even when usihg a computer one tries
to avoid the dlsproportlonate effort involved in this step ~But
several other p0551b111t1es exist as listed in the following

overview.




Lines design:

*By-pass: As discussed, this is perm1s51ble where the deslgn
study may bé based strictly on pr1nc1pal dimensions.

*From systematic series (Taylor, 60, BSRA, Lap): Where resistance
data are taken from systematic series it is logical to use the
associated lines as dummies in the design -study.

*From similar ships: If the scope of variation in hull form is
moderate hull shapes may be derived by systematlc dlstortlon
of a parent shape supplied asllnput. A computer program for
this purpose was prepared by the Marltlme Administration using
the methods of Lackenby, Ref. 6. Gallin, Ref. 62, uses a .

similar approach.

- *From manual des1gn. ‘The 'input may be a manually designed parent.

This is partlcularly suitable for simple shapes, for example

a prismatic, hard-chine planing hull.

*From hull‘parameters: This approach corresponds to the elaborate
methods for lines creation reviewed in section 1. Hamilton and
Weiss, Ref. 24, have simulated manual‘design working from a
seetiOnal area curve with the aid of Coons' surfaces.

Arrangement design:

*By-pass: If the arrangement spe01flcatlon step is by-passed
only relatively crude fea51b111ty checks will be.possible by
means of parametric equations based on principal dimensions.
*Input: HMMost frequently, one type of arrangement is assumed-
for the study and read in as input. For example, the number
of decks, bulkheads, superstructures and thelr relatlve location
and extent are fixed.

*Input of general topology: To provide more choice the input
may specify only a loose conceptual definition without fixing
the number of decks, bulkheads, and similar details: : The pro-
gram can then perform a sub- optlmlzatlon of the topology for
every set of principal dimensions. This method is followed.in.

the desﬁroyer'feasibility studies of Ref. 61.

: 2 26. Freeboard
The avallable freeboard is measured from the freeboard deck

FA = DFa- T : (99)
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Dp = depth of freeboard deck at deck line

T = draft

The ;egpired fre¢board, according to the 1966 International Lo

| I
i

Line Convention, is for the summer load line:

,FR = (Fpap * kL).f kCB + kp + kg + kgp (100) i
whefe o
Frap = tabular freeboard, depending on ship type b
kL'= length correction, ngceésary for ships of up to 328 ft.|
length if the superstructures are shorter than 35 percent
of the length |
'Cy + 0.68 ‘ : : |
kCB = i*_Tngf_.; corregtlon for CB . |
kD =,depth_correction, necessary if L/D < 15. |
kg = superstructure correction
. . I
, ' ' ' ' » L
_kSh'; sheer correction | g ~ 1
The tabular freeboard can be easily approximated by a poly- &
nomial, see Ref. 60. All other terms involved are eVeh;simpler.
In refining the design, we must also account for: H
*Freeboard reductions obtainable when meeting one-compartment ||
flooding standard | a
N

*Minimum bow height |
*Miscellaneous other details of the rules.
2.27. Capacities:

For first estimates, one finds the gross bale cubic

GBC = CBC(L :VB " D -.CB) : (101)
where . 3 } : . ) ‘
- Cpe = coefficient for bale cubic, found in Ref. 64, page 284. |
The payload volume and stowage factor are o N ,
Veayn T 98¢ 7 Vus T 3; T (Vgg + Vpg)f  (102)
V...
SF = _'PAYL (103)

WpavL




where

VMS'

VFB’VFS volume of machinery space, dodble bottom fuel

. capacity,. and settler tank ﬁuelieapaeity

W

- fuel weight from section 2.24.

:'YF specific weight of fuel, ieng ton/cu} ft.

In later design stages more accurate capacity checks are obtained

. by integration according to lines and arrangements, see Refs. 62

and 68. ' , ' '
2.28. Stablllty, tr1m and motlons.g

The requirements of transverse stability serve prlnarlly to

ensure a minimum safety agalnst caps121ng (minimum metacentric
height, and range of stablllty), and secondarlly, to avoid ex-
cess1ve roll acceleratlons (maxxmum metacentrlc height) .

The minimum metacentrlc height, GM, is therefore governed
the requlrements to w1thstand heellng moments due to beam w1nds,
asymmetric weight alstrlbutlons (such as by passengers crowding
to one side), lateral tow rope pull, centrifugal forces in a
turning circle, handling of heavy cargo far outboard, etc.. Free
liquids on board must be accounted- for. Simple estlmatlng re—
lationships for these effects are found in the design 11terature,
for example Ref. 64.

A check of the range of stablllty requlres more elaborate
computations, but can usually be deferred to the later stages of
‘design unless the freeboard is critically low.’ .

Where the rules for damage stablllty must be met (2 in.
residual GM, 3 in. residual freeboard, angle of heel in asymmetric
flooding limited) it is also convenient practice to allow margins
in early design defived from similar ships, and to check more
exactly later. |

An upper bound for the 1n1t1al stablllty so as to av01d ex-
cessive roll accelerations, or short roll perlods can be spec1f1ed

in terms of a minimum {reasonable) natural peried of roll,- or

mln'

. 2., 2 . v

GM
9 Tm1n
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where

kB = roll gyradius, average about 0. 4 B, see Ref. 64.

The stability requlrements, upper and lower bounds, are com- ,
pared to the actual metacentrlc helght of the design. This needs
to be done for several loadlng condltlons of the ship as may be

|
crltlcal for the bound in questlon. . , ,
' Light shlp
‘Full load, homogeneous cargo 1
Full load, cargo on deck l
Full load, heaviest cargo in hold

» Ballast conditions _ . ’ |
Depending on the case, departure and/dr end of voyage con- ]
ditions need to be examined. |

The actual GM = KB + BM - KG is generally estlmated on the

- basis of parametrlc equatlons for its colponents. For KG, the
same weight. categorles as for the weight estlmates, section 2.24,

ought to be used, for example for the steel: KGS = kS - D,

kS.= a constant, D = depth. The individual vertical centers are
then combined into the total KG. For some estimating relation-
ships, see Ref. 59. o : ]

The quantities KB and BM depend on the hull geometry, and any !
parametrlc equatlons must be limited their pertlnent ship type. |
Examples are found in Refs. 59, 60, 64.

Trim is of influence on resistance:and’ propulsion (propeller

submergence) , seakeeping, and maneuverability. Oonly some of these |
effects can be assessed quantitatively in early de51gn so that | |
the designer must be satisfied with specifying trim as a constralnt‘
except that resistance penalties may be introduced where they are ,%
known from similar ships. ' Trimming moments may be estimated,
given the capacity curves and LCB. The trim is then approximated
'using-the moment to trim one .inch." | , o

The influence of ship motions upOn the design goes, of course,
far beyond the simple roll period effect mentioned above. - As our
fundamental knowledge of speed losses ‘and motions in a seaway

ihcreases it becomes possible to’ allow for such effects in design
studies assisted by the computer, whereas in the past the work
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involved in systematic evaluations would have been prohibitive.
Steps in this direction, the direction of a more rational and
comprehensive treatment of ship motions in design, are taken in

Refs. 69, and 74. (Analogously, regarding ship vibrations, Ref.

70 presents an approach to rational design decisions based on
computer studies.)
2.29. Strength.

where classification rules apply and conventional structural
design is used strength fequirements play no direct part in pre-
liminary design although their effects are present in the weight
estimates. Even where strength is a decisive factor for the
feasibility‘of the design a constraint on L/D es input will be
sufficient at first, and the structural suboptimization may be
carried out later.

2.210. Cost.

Cost estimates are needed for the measure of merit evaluation,
section C. Generally, both investment and operating cost are re-
guired. Investment cost estimates are usually releted to the
weight categories listed in section 2.24, i.e., steel, outfit, and
machinery cost are estimated separately.

Current U.S. shipbuilding cost data are well presented in
Ref. 71. For many other important parametrlc cost data, see
Refs. 58, and 65, and the references gquoted therein. '

As a special annotation, it may be mentioned that fuel cost
must be adjusted to ship use, i.e., operating times in full
load, ballast, and port. For some details of this procedure,
see Ref. 60.

2.3. Exgggles.
2.31. Yamagata and Akatsu (1964).

The authors, associated with Mitsubishi in Yokohama, were

among the first to publish the description of a system of pre-
liminary and detail design programs, Ref. 57. The flow chart,
Fig. 16, gives an overview. The preliminary design part is only

sparsely described. Here are some highlights.
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Application: Tanker design.

Given: Payload, speed, endurance, draft limit.

Design variables: L, B, T, D, CB.

Measure of merit: Cost (?).

Subprograms: Load lines

Steel weight by midship section modulus from rules
Economics
Preliminary lines from standard series.
2.32. Hamilton and Weiss (1965).
Reference: 24.
Affiliation: MIT. 7
Objective: Primarily lines design, although aiming at the

whole process shown in Fig. 17.

Application: Destroyer.
Given: L, B/T, CP' CM’ CV'
Special features: Sectional area curve, and lines by Coons'

method. Unique procedure, no built-in
optimization.
2.33. Murphy, Sabat, and Taylor (1965).

Reference: 59.

Affiliation: Maritime Administration.

Objective: Optimization of principal dimensions.

Application: General cargo ship.

Given: Payload, speed, endurance, stowage factor, general
¢ constraints.

Design Variables: V//L (hence L), B/T, Cps A, L/D.
Measure of merit: Average annual cost.

Optimization method: The optimization method is an interesting

adaptation of manual design techniques,
see Fig. 18. Four variations of every
design variable are first computed (1024
designs). The given constraints are then
exploited, and suboptimizations against
one design variable at a time are per-
formed to "interpolate"” for the least
cost ship. This way the specified range
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of every design variable is searched
exhaustively in about 4 min. of IBM
7090 computer time. The parametric
eguations used in this design model
are obviously of the somewhat simpler
variety. But in view of the well-
known flatlaxity of the ship design
optimum it may safely be assumed that
a feasible design anywhere near the
least cost ship will exhibit good
economic success.
2.34. Stephans; Kreitner (1966,...).
References: 61, 63, and 36.

Affiliation: U.S. Navy.

Objective: Feasibility design for purposes of the U.S. Navy.

Applications: Destroyers, submarines.

Given: Payload weight and volume, speed, endurance, type of
propulsion plant, constraints. Acceptable arrangements.
For details, see Ref. 63.

Design variables: Prin;ipal characteristics, arrangements.

Measure of merit: Cost and effectiveness.

Optimization method: Exponential random search, see Refs:
' 60, and 36 (Stephans). See also section 3.
2.35. Mandel, and Leopold (1966).
Reference: 60. |
Affiliation: MIT.
Objective: Optimization in preliminary ship design.

Applications: General cargo ship, tanker.

Given: Payload, speed} endurance, stowage factor, constraints.
Design variables: V//L (hence L), B/T, Cpr 4, L/D.
Measure of merit: '

Cargo ship:

C=w (AAC)2 + w, (W, - W )2+
1 2""PrEQU  FACT

(105)

(v -V )2
Prequ  FacT

+W3




where W , W ’ VP'_ , Vv = required and actual payload
REQU ACT REQU ACT weight and volume.

weighting factors, selected
by designer according to

€

g
»

g

]

priorities of terms.

Tanker:

Wy - W

C =CRF{1 - 10 REQU ACTL/ (106)

= ,
PrEQU

Optimization method: Exponential random search. See section 3.

2.36. St. Denis (1966).

Reference: 72.
Affiliation: Naval Engineering Science Company.
Objective: Selection of size.and principal characteristics.

Application: Aircraft carrier.
Given: Missions, functional requirements, constraints.

Design variables: Principal characteristics, arrangements.

Measure of merit: Cost and effectiveness.
Optimization method: Not specified in detail. But it is of
 particular interest to study the
stochastic aspects of the design model.
2.37. . Gallin (1967). '

Reference: 62. o

Affiliation: Blohm and Voss, Hamburg.

Objective: Systematicvpreliminary ship design and economic

»

sensitivity aﬁélysis;
Application: Cargo ship.
Given: Deadweight, design or operating speed, endurance,
stowage factor, constraints on T, GM, freeboard (rules),
trim, L/B, B/T.
Design variables: - Principal characteristics.

Measure of merit: Cost.
Optimization method: - No search, just a comprehensive sensi-
tivity analysis.




2.38. Kuniyasu (1968).
Reference; 68.

Affiliation: - Ishikawajima-Harima Heavy Industries.

Objective: Optimization of principal dimensions.

Application: Tankers, bulk carriers, and combination carriets.

,Given: Payload or deadweight, speed, endurance, stowage
factor, constraihts;oh T, B, SHP, and.combinations'
thereof.

Design variables: Principal characteristics.

Measure,of'merit:‘ Capltal recovery factor, or annual operatlng

cost per ton.

Optimization method: Output contour plot. Computational
steps, see Fig. 19.
2.39. Boumis (1968)
Reference: 73.

Affiliation: Litton Systems, Inc.

Objective: Thls ‘article does not descrlbe any speC1f1c optlml-

zatlon method applied to ship design. .It rather
suggests the use of a macrocompiler, NEAT (Naval
Englneerlng Analysis Technique), to ass1st in the
formulation of ship design optlmlzatlon problems.
The NEAT processor accepts a NEAT program, written
in a problem-orlented language under development
at Litton, and translates the logiec of these in-
structions into a regular optimization program
(1n FORTRAN). The NEAT formulatlon of the des1gn
problem then simply consists of the defrnltlon of
the special design problem on hand, and the NEAT
processor,.from-a.general_knowledge of design

logic, works'out the flow chart of the optimization

problem to be created. It also makes reference
automatlcally to the proper files in a data bank.
An approach such as this seenms prom1s1ng in
order to resolve the conflict between the ever
varying formats of"ship_design and the need to
create computer programs in a c05t4e£fective

manner.
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2.4, Preliminary,design as,optimizationgproblem.

To the extent that design permits'choice it calls for optimi-
zation. It is true that in many cases the shipping line and the
designing naval arch1tect may share the respon31b111ty for the
prel;mlnary design process defined in Fig. 15. The shipping line
may generate from its functional needs certain‘technical require-
ments (say, deadweight and speed), and finally judge by its own !
standards the alternatives offered by'the designer. In this
situation, the designer acts only as a techn1ca1 agent But  he
will still a1m to petrfect his design within the scope of choice
left to hlm.' How technical success relates to economic success
is illustrated in Cheng's Ship Merit Factor, Eg. (88).

There are also clear indications that the'computer is broadening
the scope of preliminary design gradually so as to require a
demonstration of a degree of optimality where feasibility was
sufficient in the past. This is certainly the trend in naval
ship procurement policies, andgcan also be'observed in the-efforts?
of certain shipyards to develop a marketing organization for their |
standardized products. |

It should be eVident from the foregoing review of ship design
relationships that this complex engineering task cannot easily be
transformed into a standard mathemat1ca1 form. But upon closer
examination it becomes apparent that the various formats of the
design problem can all be reduced mathematlcally to the general
optimization problem

Optimize the measure of merit function

F = F(‘xlj...."xn)
"xl,...;,xh = design variables, subject to the
inequality constraints

g

n = I (xl,...,x );¢9

and the equallty constralnts

hj = h, (xl,...,x ),aj < n.
The functions F, g and~hj are in general nohlinear in X, ,eee,X
and we  have therefore'obtained a general nonlinear programming

’

n

formulation for the design problem. The implications of this I
result are discussed further in the following sections where some |
solution techniques of general nature are'als0'presented.
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3.3 Notes on selected optimization techniques.

3.31 The method of Lagrangian multipliers.
One of the classical and most elegant optimization methods was
devised by Lagrange. It is often called the method of undetermined

(or Lagrangian) multipliers, and it serves to solve nonlinear op-
timization problems with equality constraints. (See Ref. 75 for a
thorough exposition).

Given the object function

f o= F(x,/ =y A/”/ (107)

whose extremum (maximum, minimum) we want to find, subject to the
equality constraints (also called auxiliary conditions)

h}(‘;} e Xh/:'O/ /(”'- (109)

Both, the object function and the constraints may be nonlinear
in the design variables X, ;7" X .

Obviously, we could use the equations (109) to eliminate jJ
unknowns in (107). The remaining (n-j) unknowns could be found by
solving for a stationary value of F from the conditions

@_’f = & =/ --- M—/ . (110)
D X; Y / /

But the elimination might meet with practical difficulties due
to the complex, nonlinear character of F and/or hj‘ The sequence
of eliminations is arbitrary, and one would not automatically find
the most suitable variables to eliminate.

These difficulties can be avoided by using the Lagrangian mul-
tiplier method. Consider the variations (virtual changes, infini-

tesimal, kinematically permissible, but not actual):

OF/E= /_a__f);:{_‘“f ?_—F:J(h:ﬂ‘ (107a)

Jéé /Bhéd—x # oot aAéd}u
for /é{é/

and

(109a)
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ultlplyihg each conéition (;09a).by an arbitrary constant, the

undetermined multiplier, /Lé' and adding terms that are zero in-
dividually we get

,a?;pf(’ .t __....J} ,«-5 {/Jéédr 944 JX : | (11'1)

4b/

or, more cOncisely. . ’ _ _ :
!:(' =7 o (112) )

Patr e

We have 1ntroduced j addltlonal unknowns, /ﬁé _ They may now be
chosen so that the expre951on in parentheses shall vanlsh, for

example for the last j values of p: - : -
+j/£ 944 — 0 /&r/b —/r/.., s (113)
=/ .

All remalnlng [f/ = / o - —/ can be chosen arbltrarlly )
(free variation problem), so that thelr coefficients must vanlsh.

| Y5 | -
2§§jc2‘{ 'é .=<0* ' e/ +o- -
'Comblnlng (113) and (114) S
2F 94¢ TR
‘ =0 %"‘ =/ Ty ws)
’29X} é=/ //b |

The foregoing derivation may be summarlzed in a’ nutshell for the

case of a single constraint, h = 0. Instead of 501V1ng the

JF=0

with the constraint h = 0, we solve the free.variational-problem
for F=F +,l h

//C I,ZFM?{/ /Fw?/{/-;/,{ chf/Id% (f’ e

J
/&’mceé =0

variational problem
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For the practical solutlon, we . have to deal with j + n unknowns,
namely /1 . /2}/ X, . Xh, - These are found from a system
of equatlons correspondlng to the condltlons SR

45 ,_g ) /Zm-,€=//~,//'

— | : ©(117)
0F / i
P = ﬂ/ / = ~ e .. -
D x J /s -/ - S
. P .

It may seem as if we have complicated matters by 1ncreas1ng the -
number of unkonwns from n to j + n. But we have transformed the
problem into a free variational problem, i.e., one w1thout con-
straints, and where conventional equation solV1ng technlques fa11
we can now apply a variety of methods de51gned speC1f1ca11y for
unconstrained optimization problems.

3.32 Random search.
A method that has gained much popularity 1n recent years because

of its universal applicability and snltablllty for computer work is
the random search technique and its several variants, Refs. 76, 77,
83. sSuccessful applications to ship design have also been reported,
Refs. 60, 61, and 36 (Stephans). An illustration of the idea is
given in Flg. 20. ' :

Let us first consider the basic form of the method; the E_EE
random search. In seeklng an extremum of the object functlon

/= /‘ K, ey X, Q(/‘,:/

S

we treat each desrgn variable, xl, as a.random varlable. Moreover,
we specify equal likelihood for each walue of X in the feasible range
Xinin to Xji ax given for this variable. That 1s, the probability
density”funotion‘for each'xi is uniform as shown in Fig. 21.

Values of the design variables are obtained randomly, that is
usually fram random number tables, and the object function F ‘is
evaluated for each new combination. Only the best value of F and
its assoc1ated x-vector are saved, unsuccessful trials are forgotten.
This sampling process contlnues until a specrfled number of trial

points has been taken.



PURE RA" DOM SEARCH

g i‘- .Sip/ki/*'“"

I ":ZV,E\T‘?. - A cl

1

it

EXPONENTIAL RANDOM SEARCH

+
) X" ' [Xl}u: ‘r’lmu]

X Z}‘ﬂu {‘H/n ] ’(‘hl d |

Modified from Ref. 60.

I . .. e

Flg. 21: Probablllty density and transformat;on functlons.;jf}
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Brooks and Carnahan, Refs. 83 76, 77, have examined the
efficiency of this search process. They derive the number of
random points p requlred to approx1mate the extremum of F within
a given tolerance for each random varlable xl (see below), and
with spec1f1ed probablllty s._'

//—s/ %A//—s)
e /m//—%y - Z

o €1 a; //

(118)

= given search interval of X, _
desired tolerance, or interval of uncertainty for e

in -
at the end of the search ‘
a; = fractional tolerance for xi

b = product of all fractional tolerances

As an 111ustratlon, Table III glves random p01nt requirements
for s = 0. 9.
, Table III
Required number of points, p.

b n=1}| n=2 - n=3 n=4 ' n=25
0.1 22 - 230 |2.3 2.3 + 10* [2.3 . 10°
0.01 .| 230 23035 2.3 « 18%-/2.3 ¢ 10® [2.3 - 10'°
0.001! 2301 [2.3 -+ 10°% {2.3 - 2.3 - 10'2[2.3 - 105

Evidently, the:effort gets excessive rapidly as the number of
search dimension increasesQ Eq. 118 demonstrates that the growth
with n is roughly exponential.

One basic weakness of the method is 'that it does not learn
from earlier trials. On the other hand, it is basically the same
feature, namely the randomness of every new trial, ’that ensures the
success Of the method in optimizing multlmodal functions where many
more eff1c1ent methods fall
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But it is fortunately possible to incofporate some learning
in the. randam search, thus greatly increasing the efficiency '
while conserving practically the same degree of universality.

The capability of learning turns the random search fram a
simultaneous into a sequential procedure.

The imbedded random search incorporates the following learning
feature. After a certain number of trials the search region is
reduced to a certain neighborhood of the best point found up to
that time. This may be repeated several times. For more details,
see Refs. 76, 77. v : o

In the e §Eonent1al random search methods, an analogous feature
is that toward the later stages of the process the search intensity
is gradually increased around the best point encountered up to that
time. Ref. 60 gives an algorithmic descrxptlon of the method of
which the following is a summary.

Every random variable, X; is related to the random variable
y by means of an exponent1al transformatlon '

| * M -
y = g 4 — . . l
Ay =X +[ Ciex ’t‘m&]? (119)

where xi* = the value of xi associated with the best resﬁlt,for F

at any intermediate stage of the search
Ximax FiMin = limits of the specified search interval
M = exponent, real number.
The random variable y has a uniform probability density
p(y) = 0.5 in the interval fl £y £ +1, see Fig. 21,.and p(y) =0
for any other vy.
The relation (119) will transform the element p(y)dy: of the

sample 1ntola‘correspondlng_element of X5 p(xl)dxl, p(y)dy,.

hence_ » W0lY 2. f
- P ity

@_‘ ? ., - _i“ j-_H (120)




-

The purpose of this transformation is to increase the probability
density near X5 * step by step by corresponding increase of M. For
M=1, p(x ) is uniform, see Fig. 21, and we have the situation of
the pure random search. Note, however, the extended range of X5

[Xi Mmax imin ] to x,* + [Ximax = ¥imin 1, which is
necessary in order to safely accommodate the original search inter-

from X5 * - - X
val whenever X, * is near one boundary. The probability density is
consequently only 0.25, and fifty percent of all trial points will
fall outside the given interval. They simply have to be discarded.

As M is increased the search intensifies in a narrowing interval
of X centered around X5 *, Fig. 21. The variation of M has to be
done cautiously, particularly where several extreme points occur.
Mandel and Leopold, Ref. 60, obtained good results with

k/K
0 - 0.6
0.6 - 0.8
0.8 - 0.9
0.9 - 1.0

QU w2

total number of trials
counting subscript, 1 £ k £ K. .

K
k
The exponential random search is far more efficient than the

pure random search. But the effort still grows very rapidly with
the number of search dimensions.

'

3.33 Direct search.
The label "Direct search" has been attached to a variety of

unconstrained optimization methods, all taking only function values

as input, and all designed to get around "ridge" problems other

methods are suffering from. We want to concentrate on a version

originated by Hooke and Jeeves, Ref. 84. This version, and its

numerous successors, are characterized by a two-step sequence:

An exploratory local "pattern search" alternates with a global

"pattern move." For another variant of.“direct search," which we

would prefer to classify as rotating coordinate search, see Ref. 85.
The direct search by Hooke and Jeeves is well described in

Ref. 77. The following must be limited to brief, somewhat modified




emmps. b R
'l:_ Select arbltra%y startlng p01nt b §

. tLO,AL 'PATTERN. SEARCH:.
2 Sample functlon at b, t

;i{ our example the flnal p01nt 1s-t

901nt b
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GLOBAL PATTERN MOVE:

5. Go in the direction of 52 - b ,or generally bk+1 Ek, adding
same step. A new temporary p01nt tzo is obtained (tk+l o)

£ -G 2(0-8)- 8 +§-E)

o

b= G ) G+ )

6. If the function value at t (tk+l 0) is an improvement over
that at b (bk+l)'
step 2. The terminal point of this local search becomes b
(bk+2)' and a global move b_{*b3 (bk+l-+bk+2) follows, and so on,

use t 20 as new base point for a local seaxrch,

alternatingly.

If after a pattern move the function value at tk+1 0 is not
an improvement over that at bk+1' bk is dropped from con51derat10n,
Ek+l is used as new base point and we go back to step 2, local
search.

CLOSING CONDITIONS:
7. If at the end of any local pattern seaxrch

b2 = bl,

reduce step widths dg PR and try again.

8. If the step widths have become less than the specified per-

\;t\

missible errors

IN

£
(
< g,

> s O >

LRy

terminate search.

3.34 A general nonlinear programming method.
Kavlie, Kowalik, Lund, and Moe, in 1966, Ref. 86, presented a

promising method, designed to deal with the general nonlinear pro-
gramming problem as formulated in Egs. (107) through (109). Ref.
86 refers to earlier fundamental work by Kowalik, Ref. 88. Refs.
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86 and 87 give applications of the method in ship structural
design.

Given the problem of optimizing the object functionAEhU under
inequality and equality constraints, }" (x)z2¢ and 6/'= o,
respectively. The method defines a new object function

‘ e / / z y4
= | E et
/= ' Z. - 24"*’/
F/[/ é/ ’Z}x/+2"=, S (g = J
j <n
X = n - component vector of design variables

r, = a parameter, approaching zero in successive approximation
steps

This transformation converts the constrained optimization
problem into an unconstrained one. For, heavy penalties are

placed by the -terms on violating the equality constraints,

r
hj = 0, and on g;ing right at the boundary, g; = 0. The latter

is not necessarily desired because the optimum generally lies

directly on some governing inequality constraint. But the influence
of the second term is limited to a small neighborhooa of the lines

g; = 0, and by letting Ty approach zero one can get arbitrarily close
to the true optimum. '

The big advantage of the transformation is that any of the effi-
cient search methods for unconstrained variables may now be applied to
the problem. The authors of Refs. 86, 87 use Powell's direct search
(or rotating coordinate search).

Special precautions are necessary to find an initial estimate
in the feasible domain. After that, with some caution in step
width and/or checks of initial constraints,'one will converge to
the optimum from the feasible side of the boundary. .

A simple, illustrative example is given in Ref. 86 in the struc-

tural optimization of a box girder design.
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'3.35° Dynamic programm ng.
Dynamic programm;ng is not an optimization technlque as such,
but an approach to optimization, relylng on scme actual optimization

techniques of any ‘desired type for the steps 1nvolved.,

'~ Dynamic programm;ng 'is designed for the optimization. of sys-
tems that have a stagewise structure. Consider, for example, the
system of Fig. 22. It has three stages whose returnsz ' R ’ R3
are additive. The measure of merit function F = R + R + R is
to be maximized. (Dynamic programming is not 11m1ted to add1t1ve
stage returns, but this is its most frequent application, see

Ref. 82.) ,
The stage returns depend on the dec151on varlables, D ’ D ’

D , in an arbitrary manner, for example as shown in Fig. 23,
and they also depend on the state variables, X L X ’ x » passed

on from stage to stage.‘ _

/0,=e, (X ,2,) |
(X _/)] - '(_122)

‘3; /?3(13 )_;)

These relatlonshlps must be known, and we must further have

equatlons relatlng stage inputs and outputs

Xfﬂ%/

f[/( } / - a2
A

Egs. (122) and (123) constitute the mathemat1ca1 model of the
system.

We could, of course, accompllsh an optlmlzatlon of F for the
system by an exhaustive varlatlon of all dec151on variables. But
this is a tedious process which we can avo;d by exp101t1ng the
serial multistage structure of the system. In dynamic programmlng,
we will thus obtain a sequence of stage optlmlzatlons, and by

'comp051ng the results we can optimize the system not in the trivial
sense of stage optimality, but in the sense of overall optimality.




" Stage retur

,'... . "l_‘.
Three-st

“

bor
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Note, first of all, that due to the serial nature of the
system the state variables depend only on the decisions prior
to their stage, and hence the analogous is true for the stage

| -NA@'%
L-t62) F//ﬂ/f/";,
XLl L)Ll D) pbls 2)-R060800"

1, - z‘[/ ))- f/,rﬁsp;/,/

We are-lnterested in a maximum (mlnimﬁm) of the total return F.

F{/} ‘kwx ff({ ﬂ) ;(7/,(0 ﬂ/*féf I//(IZS)

To transform this into a series of stage maxlm;zatlons, we

returns.

make use of the simple theorem that for any real-valued functions
f (x ),and f (x ,x-)

Wﬂ/‘[[(xjf/ (x xz/] mdx[[(U%MMfé’l](l%)

This may be applied repeatedly which leads to
/E//\;/ = pz:x[ﬁj(}(g,_@)* 34:1 '?;(X*,pg}“}:”‘e&/'/ﬂ/)}] (127)

The pr1nc1ple underiying this derivation has also been formulated
as the prlncgple of optimality of dynam;c programmlng (Bellman),

Ref. 82: "An optimal set of decisions has the property that
whatevér‘the first decision is, the remaining decisions must be
optimal with respect to the outcome which results from the first
decision." ’ |
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For a general derivation for u—stage systems, and for not
necessarily additive stage returns, as well as for extensions
to nonserlal systems, see also Ref. 82.

Equatlon (127) contains all necessary ground rules for a
computatlonal procedure.

1. Optimize stage 1 w1th respect to D with X as a
parameter.

2. EXxpress X in terms of X , and Optlnlze stages 1 and 2
with respect to D , With X as a parameter.

3. Continue analogously. In the example, the final optimi-
zation is for stages 1 through 3 over D3 Vlth X3 as
parameter.

4., 1If X is not fixed as 1nput optimize F(X ). Resubstitute

' to get all other optimal stage and dec151on varlables._

The following example may serve as an illustration. For the

system of Fig. 22 and the stage returns of Fig. 23, maximize
F = R_1 +‘R2 + Ra, subject to the resource constraint

ﬂ = _/), + ‘92 4,93 & S wnrt | - (128)

The example is a nonlinear resource allocation problem where
the stages might for example represent phases of a cargohandling
system (contalner handling in yard, on board, see leg) and the
questlon is where to best invest a limited amount of resources.

Table IV:i Solution of dynamic programming problem

D[f, = R, R, (D,)| £; |D,/D,|R,(D)] £, [D,/D,/D,
1o| o o o 0,0 © 0 0, 0,.0
1| 4 3 4 1,0 1 4 1, 0, 0
{2| 4.25 | 4.24 |7 | 1,1 | 1.5 7 1,1, 0
3| 4.5 5.20 |8.24| 1,2 2.0 [8.24| 1, 2, 0
4| 4.75 | 6.00 |9.20]| 1,3 3.5 {9.24] 1, 2, 1
5| 5 6.71 fl0.0 | 1,4 5 - [0.20| 1, 3, 1

The state variables in this problem simply express how much
of the resource is left over after the correSponding stage.
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-J2'23¢7
X/ = /(z ——DA'\‘/ (129)
Xy = X -2
X; €8

The steps of the computation in Table IV correspond to the

above sequence, steps 1 through 4.

1.

In optimizing stage 1, the input resource, x P and hence
the allocation to the stage, D1' may be anythlng between
0 and 5. The optimization is trivial, and consists of
using up. all that is available so that f = R , where fn
will always denote the suboptimum up to and 1nclud1ng
stage n [[n = Wax(Pn*rn :) 7‘ z ”’7‘”( E]

This is because R is a monotonlcally 1£crea51ng function
of D1' Xalis always zero, hence D1 = X1'

In optimizing stages 1 and 2, the available resources, D,
column 1, must be split optimally. .This is done so that

(129) is satisfied from which
D, = XK. = Ky )

Column 1, D, functions as x temporarily, pretending we
are allocatlng D entlrely to stages 1 and 2.

The suboptimum f and the associated best values of
Dl, D2 are listed in the table for any value Qf D = xz.
They are found by systematically trying to maximize
R2 + f1' given X2 = D1 + Dz.
Correspondingly, in the riext step one finds f3 and the
best (D3, Dz, Dl)—combinations, varying D = x3, and
maximizing R3_+ fz. The benefit of the stagewise decom-
position becomes apparent here in that we need only
consider optimal pairs of D . D, and match them with D,
rather than all feasible combinations.. The more stages
the greater the savings due to eliminating nonoptimal
strategies from further consideration in this manner.
The optimal allocation, D1 =.1, D2 = 3, D3 = 1, results
in f3 = 10.20 units. All stage returns are monotonically
increasing functions, and hence there was no qguestion that
we should allocate the whole available resource:
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fQMas = 10. 2 for D = 5. ' -l'.,x-* fv | 'j'_n§v
The value of dynamlc programmlng 1n eng1neer1ng is only be-
ginning to: be apprec1ated. For a few' more ‘examples. see Refs.
77, 82, and for a sh1p structural de51gn appllcatlon, 89.
Whenever 1n a complex, nonllnear optlmlzatlon problem one has
to deal: w1th add1t1ve returns “from d1fferent act1V1t1es or objects;
- one has: good reason to be11eve that stage decomp051tlon of the S
problem: will be fea31ble -and- fru1tful. . _ o
3.4 Examples.: Lo \'.g, T ' _1“‘ {" :
-3.41- “The.Minimum Sh1p Re51stance Problem.a | o

L1n Webster, and Wehausen in thelr paper "Ships of Minimum
Total Re51stance,"'Ref. 90, attack one of the most fasc1nat1ng 'E'
problems of sh1p hydrodynamlcs. They attempt to mlnlmlze the :
total re51stance of .a ship as approx;mated on the basis of llnearf
"ized wave theory (M1chell) and of the. £lat plate concept of
fr1ctlonal re51stance.. ‘The - follow1ng br1ef excerpts may serve
to 1llustrate how thls leads to:an. optlmlzatlon problem that may

. be treated by the Lagranglan multlpller method -

) The hull form 1s generated by ‘a cont1nuous dlstrlbutlon of .
{Slngularltles in the rectangular centerplane, v C T
B -} < ? 5_1 }- nondimensional»,xl_

- O S é S l " coordinate rangeS“r.

The equatlon of the hull is represented by double Fourler_

‘.serles.v_:vv :" N P _
B " (130)

- ,"l afterbody, and forebody equatlon, respectlvely
From thin sh1p theory, one obtains for the wave resistance of
the hull (Mlchell wave resistance, RM) '
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*/ / '
- . ) Y . 3 ¢
CT,LbAfvz ti&” &{?/[kza/aegp _.:er 2 f—ﬁ{jy/. }
J SN
' L/,A;/_ = length, beam, draft
7;9 U, = Froude number, speed . ,
[(A;?) = hull equation, e (x, 2} or »[(4’:*/

The viscous part of the resistance, RV,‘ls represented simply as

f%" J (e

Re |
(y y;, 321 Sg B* f  asy

Z%y C% Z?%’/* e f; z /) é((d@'

CF = friction coefflclent from standard frlctlon line

F /3
Two different pro’bléms are formulated:
Problem I: ,
‘Minimize the total resistance for a given afterbody, i.e.:
Given the set of a__, optlmlze the set of b p for the forebody,

mp " . >
ensuring a smooth transition at mldshlp section. Hence,

wetted surface

partial derivatives of f




L g s ‘
‘Béth problems are

{1(.'1:611'1‘1 1
»T
‘- el -

.
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, and A , are found from the conditions

The unknowns b
nq P

- . = - M.oaged ... P
= | 0 ﬂ."4.’"///7 // /

= // T Z //;lﬁ’:m .[/ e
J f = / ' ('D'Me‘"Z)

For the results of this study, see Ref. 90.
3.42 Pien's Formulation of the Resistance Problem.

Pien deals with the minimum resistance problem in an original
and pragmatic manner, Refs. 91 to 93. Some of most important

assumptions are:
*0ff-centerplane singularity distributions are used. Despite

some fundamental doubts in the uniqueness of the resistance
expressions so obtained, Pien follows this path for pragmatic
reasons in order to generate beamier and fatter hulls than
would be possible by thin ship theory.

*The viscous resistance is left oﬁt_of consideration except
that the principal dimensions are initially chosén.so as to
make for small wetted surface. |
*Only the forebody wave resistance is minimized, the afterbody
being symmetrical or even arbitrary. This is done to keep
the bow wave system small by itself, rather than trying to
capitalize from bow-stern wave system interference. '
*Constraints are imposed on volume, midship area, entrance
angle of the waterline, and bottom flatness, or at least on
some of these properties.

*Bulbous bows may be introduced and optimizedlseparately.
Despite these numerous differences from the formulation of
section 3.41, Pien is also led to a nonlinear érogramming problem

with equality constraints. Although he chooses the elimination
method to obtain a solution, one can instead easily apply Lagrangian
multipliers as before. See Refs. 91; 92 for details.
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3.43 Structural Optimization by Nonlinear Programming.

A simple, illustrative example for the optimization of struc-
tures as to cost and/or weight is the opening example in the paper
by Moe and Lund already mentioned, Ref. 87.

A constant cross-section box girder of hinged support is under
a uniform distributed load, Fig. 24. Given the web thickness of
the girder, ts, select flange thickness, tos and girder height, h,
so as to minimize girder cross section, and thereby weight and cost.

The objective function is "

A= 2tS * h + ZtF * b, | (137)

and the constraints: _
Maximum allowable shear stress (tALL)z T £ 1

Maximum allowable bending stress(qB
' ALL - TALL

Buckling stress (o ): o

< o'b-
CRIT B T "CRIT

. . - s
Maximum deflection (GALL)' [ GALL

Constraints in standard form:

;ZI =lf¢‘? o B JL;-‘EZ!Q:*'/é=é

0f /& >0 7 ‘
. 2 AL
; D _ ) 30 ;‘ 7 Z¢  (138)
3 -
4

?93 ﬁﬂLL __/)0
’ 7s .

Fig. 25 illustrates the optimization problem geometrically.
We are interested in the minimum of A, compatible with the con-
straints. In the example, g, is the overriding constraint.
Fig. 26 shows section a-a through the optinmization space. It
also contains the modified objective functions, A, which may be
minimized without regard to constraints:




Fig. 26

g —»Section e
Original and transformed objective functions
"(from Ref. 87) ' -' _




- | o _  om / ,
A(fF/h, Q}:ﬂ(é/_/,};- ; 2 5’ (139)

The solution proceeds by seeking mimima on the surfaces A
for succe551vely smaller values of Lo u51ng a spec1a1 variant
of the direct search technique. For numerlcal values and further
comments, see Ref. 87.
3.44 Miscellaneous other aggllcatlons.

Other applications of optimization methods to ship design
include: |

*The exponential random search. studies by Mandel and Leopold,

Ref. 60, as mentioned in sectlons 2.35, and 3.32.

*A linear programmlng formulatlon of some spec1a1 cargo handllng

questlons by Krapplnger, Ref. 94.

*Other applications of the nonlinear programm;ng method of

section 3.43 to structural optimization, Refs.- 86, and 88..

*An application of dynamic programming to plate dimensioning

in ship structures by Moses and Tgnnesen, Ref. 89.
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4. Computer-Aided Detail Design.

4.1 Introduction.

Detail design is the link between preliminary (or concept)
design and fabrication. The input to the ship detail design phase
corresponds by and large to the contractual definition of the ship

(contract, specifications and plans: Lines, general arrangements,
midship section, some other plans). The output is normally a set
of working plans, a bill of materials, etc., in sufficient detail
for the production of the ship.

There is, of course, less freedom in detailing than in the
earlier design stages. The emphasis is on campliance with con-
tract, specifications, and rules, validation of proposed scantlings,
avoidance of conflicts among competing systems, ease of fabrication,
standardization, and, where any choice is left, minimization of
cost and weight. None of the steps involved is basically very
difficult for a detailing engineer with some experience and
access to all the drawings and data files being produced in the
course of the design and detailing process.

The attempt to computerize ship detailing is nevertheless a
task of great magnitude, not the mathematics, but the logical
organization. The volume of input and output is enormous, and the
organization of an efficient data filing system requirés much
ingenuity.

Because of the scope of these developments it would not be
economical to computerize ship detailing only hélfway, say, for
50 percent of all parts. The data bank and logic devéloped should
be exploited throughout the detaiiiﬂg process. This may explain
why only so few detailing systems are under development or in
operation, ' '

It should be noted that computer assistance in detailing
should be conprehensive, true, but the engineer should stay in
control over the decision process (sequence and content), since
complete automation seems neither feasible nor desirable. Current
developments in detailing systems are therefore governed by the
philosophy of man-computer interaction. CASDOS and AUTOKON, two
specific examples, will be taken up in sections 4.3 and 4.4.
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4.2 Midship section desigg,'

Although a preliminary midship section is usually part of the
input to ship detailing, the design of the midship section is re-
viewed here because in the course of detailing the first design
is verified and, if possible, improved.

4.21 Evans and Khoushy.

References: 95, 96.
Motivation: Parametric studies of the effect of ship principal
_ dimensions on weight and construction cost.
Approach: Load assumptions inferred from ABS rules; scantlings
determined from load assumptions for given basic
configuration; systematic variation of ship length,
beam, draft, depth. Variation of frame spacing.
Design of one hold, using 4 pillars. '
Examples: Transﬁersely framed cargo ship in Ref. 95, tanker,
destroyer, other ships mentioned in Ref. 96.
Measure of merit: Least weight, and least construction cost.
4,22 Buxton.
Reference: 98.
Motivation: Optimization of midship section within Lloyd's
Register's rules. ' |
Approach: LR rules computerized for local structure. The
' computer program evaluates a design for given
principal dimensions and type of structure. Local
suboptimization (girders) provided. Repeated appli-
cation leads to systematic variation of principal
dimensions, block coefficient, bulkhead spacing,
stiffener spacing, web spacing, center tank width.
Example: Tanker, primarily midship cargo tank.
Measure of merit: Weight.
Results: Parametric weight data on midship section structural
parts for preliminary design purposes.
4.23 Chapman. '
Reference: 97.
Motivation: Midship section design.by systematic variation of
the proportions of the midship section.
Measure of merit: Weight.
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4.24 Moe and Lund.
Reference: 87.
Motivation: Midship section design optimization from load
assumptions for given general topology.

Approach: Nonlinear programming formulation of design problem.
Design variables: Spacing of longitudinals in deck
and bottom, and along sides and bulkheads, principal
dimensions of ship. Constraints: Allowable stresses,
etc. |

Example: Tanker.

Measure of merit: Weight and/or construction cost.

4.3 CASDOS. ' -

CASDOS (Computer-Aided Structural Detalllng of Ships) is a
comprehensive detailing system under development by Arthur D.
Little, Inc. for the U.S. Navy. The project was initiated in
1965, and in its first phase through 1968 has amply demonstrated
its feasibility. It is now in its second phase during which it
will be alapted to. computer systems of most recent vintage. It is
contemplated to begin trial operation of the system in the Puget
Sound Shipyard in the summer of 1969.

An excellent description and evaluation of the system is
given in Ref. 99. Other good references are 100 through 102.

The following are a few highlights.

Purpose: CASDOS is to produce structural worklng plans and

other production inputs from given contract plans and contract

stage specifications.

Input: Contract plan information (Scantlings, lines, gross

geometry of structure, arrangements), rules, yard constraints

‘(fabrication practices, attachment details, maximum plate size,

tolerances, etc.). This information, after careful computer-

assisted verification)is keptvin the initial master file.

Philosophy: The intent is to program existing procedures.

No attempt to include structural optimization analysis. CASDOS
is envisioned as a growing, ever-improving system as technology
advances. The system is designed for operation in batch so that
the user can call upon detailing steps in any desired and
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meaningful sequence, and review the intermediate results
carefully before the next step. Human control rather than
full automation is the goal.

calculations: Control cards initiate a detailing run for some

part of the structure. The steps involved are

*A geometry run, to return all the lofting information.
*Detailing of structure (Scantling verification, connections,
straking, stiffener locationing, cutouts, edge preparation,

and many other details). ' |

Output: Drawings addressed to specific assembly step; one
format for every assembly operation; drawings serve as "graphic
construction aids"; much lofting’information may be suppressed
since plate preparation is automated. CASDOS furnishes APT
program and NC tape for every plate to be handled by flame-
cutting. Other outputs: Bill of materials, centers of gravity{

Computer organization: See Ref. 101, and, for a few highlights,

section 6.23. %

4.4 AUTOKON.

AUTOKON is a system of computer programs supported by special
hardware designed by the Central Institute for Industrial Research
in 0slo, and the two shipyards of the Akers group in Bergen and
Oslo. The system has been in successful operation in many shipyards
throughout the world for more than five years. Its main capabilities
are: '

*Hull definition (fairing) )
*pPart contour definition (detailing)
*Plate nesting

The equipment to be used with the system consists of a director
for numerically controlled.flame-cutting equipment (ESSI director),
a drafting machine for part verification (Kongsberg Kingmatic), and
a nesting table.

The system is well documented in Refs. 103 through 106. The
main body of Hysing's paper, Ref. 103, is enclosed in the following
part of these lecture notes. A few additional comments on the

principle of the fairing method may be in place.
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The method takes a given set of offset points, say about 400,
as input. The boundary lines are faired first and kept fixed
thereafter. Then waterlines and sections are faired alternatingly
until sufficient agreement is reached.

The mathematical fairing tool is a spline whose cross section
varies in steps at the points of support.

The fairing criterion is a combination of two requirements:

*Fairness is to be ensured by minimizing the strain energy of

flexure in the spline (exact curvature expression) :
. : 7/’ | 2
ﬂ{ =/£[{//v 2% /¢y,'z oA x (140)
LY
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*Accuracy demands minimizing the absolute Valué of the deviation

between curve and offset, Fig. 27. However, to filter out the
effect of wild points, a transformation, F, is applied to the
errors, see Fig. 28. '

This results in:

/Z‘; = ZW; ' /?[/y,’( X[/‘[y,' '}U’i)]j (141)
¢ | “-———f“tgr"—‘——"'J -

W, = arbitrary weighting factor, expressing significance
of the point
Yy Y(x5) = given and faired point at x;

The combined measure of merit, fo be minimized, is then
/’/=/V,+/Z% : (142)

2’= switch to provide proper emphasis on fairness or
accuracy.
The solution proceeds in analogy to several spline methods
discussed in section 1.31. The resulting hull definition is then
approximated by segments of piecewise constant curvature (circular
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‘between curve and circular segment is negligible.
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segments) so as to fac111tate use of plotters and numerical control

hardware. Segment size is chosen carefully -so that the difference
Slopes at the

segment transitions are, of course, contlnuous. The whole approach

is very appealing, and the resu‘ts are of excellent quallty.
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The following notes on the Autokon system were obtained through the
courtesy of Baldwin Kongsberg Company, Cinc1nnat1, Ohio. The author
is Mr. T. Hysing of CIIR, Oslo. -

"FROM BASIC DESIGN TO FLAMECUTTING

1. General description of the-Autokon System

The shipbuilding industry is working under rather difficult conditions.
Throughout tfie world shipyards are struggling hard to meet the requirements
from the shipovmers to deliver bigger, better and more efficient ships.
Because of the strong competition buth prices and delivery times have
steadily'- been reduced despite the higher quality. of the ships being produced.

To meet this challenge the industry has had to enforce greater modernization
schemes in the shipyards where new production equipment and manufacturing
methods are being introduced that have  been developed during the last few
decades. Of all the methods now being 1tilized more and more, the numerical
methods may perhaps have the greatest impact on the shipbuilding industry.
Today, numerical methods are being used in production among other things

to direct and control impoptant manufacturing processes such as flame
cutting of plate parts. Furthermore, digital computers and electronic data
processing are tOOis that are being used at an ever increasing rate for the
design of ships' hulls, and their individual parts, for design calculations,
for production planning, administrative purposes etc.

It is of interest .to note the great variety of applications of these

" numerical methods. But even more interesting is the fact that despite their
wide range, it is possible to integrate all of these activities into one
system which will monitor the greater majority of the activities involved
in the design and production of ships. This will make possible a marked
increase in productivity, and result in greater savings both 4in time and
manpower. _ )

Such a completely integrated system has not yet been developed for ‘the

" ship-building industry. Work is, however, carried out along these lines
at many yards and institutions in several countries. The systems evolving
from this work are steadily reaching a higher degree of sophistication.'

The Autokon System is a result of such an attempt to build an integrated
system for the design and manufacture of ships' hulls. The development

has been carried out by the Central Institute for Industrial Research in
Oslo, Norway, in ¢lose co-operation with two Norweglan ship yards:

A/S Akers Mek. Verksted and A/S Bergens Mek. Verksteder.

This paper gives a general outline of the’Autokon System. The system has
been used by Norwegian ship yards for more than four years. It is also
‘gaining acceptance among other yards which are now making an increasing
tise of the system. :

The aim of this part of Autokon is to provide a system which carries out

all the tasks involved in the production of the various types of ship plates.
The system is realized by combining computers and numerically controlled
flame cutters how available on the market. A set of computer programmes,
especially developed for this purpose, together with suitable work routines
form the basis for the realization of the system.

AUTOKON x l Jan. 1968 Th. Hysing
CIIR, Oslo, Norway
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In its present version the Autokon System has the following merits:

i) " ability to perform the fairing of hull form and to generate
the corresponding table of offsets and a suitable numerical
description of the body plan.

1i) : ability to accept the shipbuilder's spesifications of
standard shapes and of the various ship details in a simple
and easy code.

it1) general facility for storing information concerning the hull
: and its individual parts and for referencing this information
when re<guired.

iv) facility to produce input tapes for automatic drawing of
' hull form and details and for numerically controlled flame
cutting of the various parts.

v) . facility.for the nesting of ship nlates on steel formats
to secure an efficient utilization of material.

vi) | possibilities for further expansion by including other design
and manufacturing activities.

In the practical realization of the system, the ESSI numerical control
system is used for the control of drawing machines or flame cutting
machines. The reason for this is that the development of Autokon has
been carried out as a direct continuation of the development of the ESSI
system. There 1s, however, nothing to prevent the adaptation of other
N/C-systems. In general, this requires only a change of the post
' processor programme. This will for most of the N/C-systems on the market
require only a rather limited effort in extra computer programming.

The accompanying diagram (fig. 1) outlines the general structure of the
Autokon System. The computer is employed for the transformation of the
"designers' ideas into ESSI director input. tapes which may be used. either
for the automatic drawing or flame cutting of the ship details.

As indicated in the diagram the computer is fed with information about
hull form, standard contour shapes, etc. as soon as these are determined
during the design stage. The data are stored for later reference’ when
needed for the generation of part contours and their accompanying control
tapes.

The preparation of these data is made by various computer programmes. of which
the programme for numerical hull fairing is the most important. The basis
for the fairing process is a lines drawing usually in a scale 1:50 (1:48)

or 1:100 (1:96). The curves of tangency of frames and waterlines to the

flat bottom and to the parallel middle body must be specified. Drawings -
defining the shapes of stem and stern are necessary tp determine the hull
_shapes in these regions. .
About 400 points per ship, taken from these drawings, define the hull form
t0 the computer. The fairing is performed automatically resulting in a
tdable of offsets and the punched paper tape needed for automatic drawing of

the body plan.

AUNKN = 1. Jan. 1968  Th. Hysing

OTIR, Ofla. NMonparw




- 130 -

H

The lines thus gencrated by the computer may now be inspected by the ship-
builder whose possible changes are presented to the computer as rew or
altered point coordinates. The computer changes the lines accordingly.
Through this repetitive procedure a body plan is produced, satisfying the
requirements of the naval architect. The final body plan is stored in
the computer for later reference. :

The generation of the contours of the various parts is done by a
computer programme package. The computer input is a coded description of
the shape and position of each part. This code consists of English words

- and dimensions taken frem the steel drawings. "As will be shown. later,

the shape and position in the ship's hull of the various parts are easily -
defined by means of the autocode. In the computer, the autocode will serve

‘as a basis for the calculation of the exact shape of the different parts.

During this calculation the previously stored information on hull form,
standard contour details, etc. will be used by the computer whenever this
is necessary for the computation of the numerical description of the -part
contour. When requested, the computed part contour description is trans-
formed into ESSI - parameters, and a corresponding control tape is produced.
By means of this ESSI-tape either an accurate scale drawing or an automati-
cally cut part is obtained. All the generated part contours are stored in
tne computer together with their identification numbers. In this way a
complete. library both for hull shape and all the individual parts is
gradually built up in the computer. '

A combined manual .and automatic procedure for numerical nesting of parts

on a steel plate has been developed, that should satisfy the requirements
to efficient utilization of raw materials. This nesting procedure is also

2 part of Autokon, and the computer programmes needed for this purpose

rave been included in the programming system. As will be descrikted in more
detail later, a manual operation is needed to determine the position of the
parts on the steel plate. A record is made of their relative position to-
zether with the part identification numbers and coded information on desired
punch marking and cutting sequences. Thils serves then as the input to the
computer and is used together with the part information already stored to
produce the ESSI tape for the automatic flame cutting of the complete format.:

The Autokon System as outlined above, will to a great extent simplify the
work involved in the preparation of the input data needed for numerical -
flame cutting of ship plates. The system can be operated by members of the
yard's staff with no special background neither in mathematics nor computer
techniques. Instruction courses of a few weeks duration will enable these
people to become efficient Autokon operators.

The Computer Operation ' S

" In order that an integrated computer system should be useful in ship-

puilding, it must be applicable to the average shipyard cf normal standard.
This puts some heavy requirements on the system regarding flexibility,
compatibility, ability to expand, simplicity in use, productivity and
econonmy. : .

AUTOKON x 1. Jan. 1968 - Th. Hysing
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In the Autokon system these requirements are satisfied to a very great
extent. Autokon is capable of handling a great variety of ship plates.
Practically no changes are necessary in the organisation of the yard,

its departments, or work routines as Autokon makes use of the same basic
material such as drawings, lists, etc. There are no requirements regarding
special qualifications of the personnel. Shipbuilders, e.g. loftsmen and
naval architects, need only very little additional training outside of
shipbuilding in order to operate the system. Practical experience has shown
that this extia training is obtained by giving the operators an instruction
course of two to three weeks duration.

The computer system developed to these specifications is fairly large.

The present version of the Autokon programmes consists of approximately
100 000 computer instructions. The system is at present programmed for
the Univac 1107 computer, but there is, of course, nothing to prevent the
adaptation to other computers, provided they are of a sufficient size.
Work is now being carried out to convert the Autokon programmes to the

IBM 360 series computer. With exeption of Model 20 all other models of the
IBM 360 series, from Model 30/64K and upwards, can be adapted for the
Autokon System.

‘In its present version the system is divided into three programme
packages:

a. Programme for hull definition.
b. Programme for part contour generation.
Ce : Plate nesting programme.

These programmes are linked together in such a way that full mutual utili-
zation of results and of computing facilities is obtained. Each one of
the three programme packages may, however, be used separately. The
addition of new programme Packages to the system is a fairly simple matter.

_Work is continously carried out in this direction by the development group
at the Central Institute in Norway. The aim is to incorporate new .
programmes when they are sufficiently reliable and efficient for production
use.

a. Programme for hull definition

A lerge portion of ship parts and details have contours
which partly are determined by the shape of the hull. It
is, therefore, essential to have a description of the hull
form stored in the computer in order to facilitate computer
determination of part shapes from part descriptions or part
programmes which should be as simple as possible.

The purpose of the programme for numerical hull definition is,
therefore, first of all to transform the conventional description of
the ship's hull, i.e. a body plan or a lines drawing, into a
numerical form suitable for further computer processing. It

i3 also realized that it is equally lmportant to reduce the

amount of work needed in the conventional procedure of designing

a satisfactory body plan. The numerical hull definition

AUTOKON x- 1. Jan. 1968 Th. Hysing
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programme, therefore, performs both the fairing of the
ship lines and the transformatior. of these lines into
the required computer representation.

This programme differs to a certain extent from the lines
fairing programmes that now are being used by the yards in
different countries. Among other things, we believe that
the mathematical method underlying the fairing process is a
novel one. The method is based upon the manual method used
by the loftsman for the fairing of ships' hulls. In other
words, a mathematical model has been built in the computer
that very closely simulates the fairing procadures that are
used on the mouldloft.

In normal practice, waterlines, sections and buttocks are
usually faired in separate steps, and more or less regarded

-as 'independent lines. In each of the fairing steps, however,

the point coordinates fram the preceeding fairing are used,
and the results of the fairing in one projection are checked
in the others. The procedure is repeated until the changes
after each step are sufficiently small, and the naval

‘architect is satisfied with the hull form.

‘Thin, elastic splines of different shapes .are normally used |

. for the fairing of the separate lines. The splines are forced

‘through the given points, and as a rule kept in place by

“means of weights that are placed on top of the spline. The

fairing of the line consists basically of removing one weight

.at the time in a sequence and allowing the spline to move

slightly over a small portion of its length. The line is '
considered smooth when this procedure no longer has any

" effect on the spline curve.

B ;ﬂ By,negarding this as a mechanical phenomenon. it has been possible -
"~ to désign a mathematical model of the spline fairing. - The
i -model is built on the assumption that the relative position

of the. given points determines the crossection of the spline

" in that area. Furthermore, the elastic energy stored in the

AUTCKON 2

spline by virtue of its deformation shall be as small as
possible. The latter assumption corresponds to the condition
of the physical spline at the end of the manual fairing process.
The computer fairing process which-is based upon the mathe-
matical model of the spline closely follows the manual procedure
previously outlined. The fairing is performed separately for
the forebody and the afterbody, each requiring the coordinates
of about 200 points as input to the computer. The points define
the hull form and also the boundary curve. This composed of the
stem or to the stern curve, the curves of tangency to the flat
bottom and to the parallel middlebody, and the highest waterline.

-In the computer the process starts with the fairing of the

boundary curve. When this has been finally determined the
computer performs the independent fairing of a selected number
of waterlines. From these lines offsets on a specified number
of frames are calculated and used as basis for the frame fairing.

1. Jan. 1968 Th. Hysing
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The faired frames again form the basis for the generation
of new offsets and new fairing of waterlines. The procedure
repeats until the computer has arrived at a set of lines which

.can not be improved by the ccmputer with the given set of input

data: The computer will then print out a table of offsets and
simultaneocusly punch out an ZSSI-tape for automatic drawing

of the body plan. FPinally, the computed description of the hull
form 1s stored on magnetic tape in the computer for later
reference.

Programme for part contour generation

The computer generation of the contours of plane parts is

in principle an easy mathematical problem. However, the require-
ments on simplicity and economy of the system complicate the
part generation programmes. The part contour generation pro-
grammes 1n the Autokon System make extensive use of crossreference
to other information sources.’ Necessary computer routines have
also been included for the interpretation of the Autokon pro-
gramming language or autocode. These features are necessary in

- order to satisfy the requirements previously mentioned.

The autocode itself has been constructed for the purpose of
being as simple and easily understandable as possible. Since
this language is the communication link between the ship-
builder and the computer, it must be of sufficiently general
nature to facilitate the description of all types of parts and
processes the ccmputer should handle. In . order to make it ‘
legible to the shipbuilders, the autocode is based on a series
of words from standard technical terminology. A description
of the part contour is formed with these words together with

- dimensions and numbers taken from the engineering drawings.

. The vocébulary of this language contains different types of

AUTOKON =
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words such as geometrical terms and words taken from the
shipbuilder's terminology. Examples of the forner are

STRAIGHT LINE; CIRCLE, TANGENT, STARTPOINT, DIRECTION, LENGTH,
ENDPOINT etc. By means of these terms and coordinates, geometrical
curves can be quantitatively defined. A straight line between

two points with coordinates X ¥, and e A respectively 1is. thus
specified as:

STRAIGHT LINE: STARTPOINT (xlyl) ENDPOINT (x,¥,) -

The words from the shipbuilder's terminology have been included
to simplify the description of ship parts. Words like FRAME,
CUTOUT, MANHOLE, HRACKET, WEEFRAME etc. can be used directly.
By means of these words complicated contour details and even
complete parts are easily described to the computer.

The descriptions 1in autocode of the different parts are punched
on paper tapes or cards and read into the computer which per-
forms the necessary operations to give out the information
required. Based upon the autocode the numerical descriptions
of the part contours are generated and stored, and an ESSI-tape

1s produced for each part.

1. Jan. 1968 Th. Hysing
N&yeay ' '
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c. Programme for plate nesting

Many ship yards today have applied production methods which
require that several parts be nested on one steel plate.

The nesting prccedure which is performed prior to the plate
cutting, must be sufficiently efficient. This means that

the manual effort should be as small as possible and the plate
utilization as good as possible.

In order to meet the requirements from the yard, a special

- Autokon nesting procedure has been developed. As mentioned,

in Autokon we combine manual and automatic operations. A

manual determination and recording of the position of the

parts on the steel plate has been found to be the tmost economical.
‘However, the computer can be used at an advantage for the
generation of the final ESSI-tape. This is used as input tape

to the numerically controlled flame cutter for the automatic
production of all the parts on the steel plate.

The information about the position of the parts, cutting and
punch marking sequences etc. is read into the computer in the

- form of a table by means of punched cards or tape. Each part -
is referred to in the table by the same reference number under
which the part previously has been stored by the part generation
programmes . ' '

Practical use of the Autokon System

It may be apparent from the foregoing that the Autokon System is applied
to some of the more important activities necessary for the design and
construction of ships' hulls. This is illustrated by fig. 12 which shows
the activities from basic design to flamecutting.. The activities in the
design offices are shown as squares in the upper row of the diagram. They
are meant to include the work geoing on in the various drawing offices for
basic hull design, for steel design, and for making either optical scale
drawings or N/C-tapes necessary for automatic. flamecutting of ship details.

The figure illustrates how the computer is applied to these activities when
the Autokon System has been adapted. Both the input/output and the
computer operation and storing of results are shown underneath and the
various lines between blocks illustrate the functional connection between
the design activities and the computer operations.

The system is operated and controlled by the shipbuilders, who on the whole
perform the same type of work as they do in the conventional ship yard.

The difference is mainly that the laborious and time comsuming work is
lelt to the computer, and the manual work to a much higher degree consists
of job specification, control of operations and checking of results. A
short description of the system at work will illustrate this. -

The use of Autokon for the plate manufacture starts with the lineu fairing.
From an ordinary lines drawing in a scale (quarter scale, or l: 50), a
coarse table of offsets is recorded by the loftsmen. This table containing
about 200 points for one half body defines completely the hull form to

the computer including the-stem or stern, shape of upper deck, "knuckle
curves" in the hull surface etc.

AUTOKON x 1. Jan. 1968 Th. Hysing
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When this table is fed into the computer, the automatic lines fairing is

performed, giving out an ESSI-tape and a complete table of offsets for

all desired water lines, buttocks and frame stations. From the ESSI-tape

a body plan is automatically drawn by means of a numerically controlled

drawing machine (fig. 2) The body plan and the offset table are now
inspected by the shipbuilder, who will advise possible corrections if

" the lines are not satisfactorily smooth or have other deficiencies.

The corrections are then fed into the computer, and the whole sequence

is repeated, pcesibly ending with a new- set of corrections to the last

body plan. This procedure continues until the naval architect is satisfied

with the lines generated by the computer and the drawing machine.

The computer fairing of body plan represents a great saving in time and

manual effort. Depending on the quality and consistency of the preliminary |
lines drawing, a period from one to two weeks is needed for a complete

ship, and the quality of the body plan is at least as good as with manual
fairing (fig. 3). The fairing covers the complete hull including the

stem and stern regions,. so that most of the manual work has been eliminated.

The numerical description of the body plan which thus has been stored

in the computer is one of the prerequisites for an efficient use of the
part generation programmes. In addition, other types of necessary
information will be specified by the shipbuilder and read into the computer.
As previously mentioned these msy be either coordinate tables defining

the position of certain structures inside the hull, or descriptions of
standard contour details such as brackets, holes etc. The specification

of such information is normally made as early as possible during the

design phase. In any event, the data should be in the computer before the
part coding starts.

The writing of the autocode for the various internal ship parts (fig. 4)
is as a rule performed by people from the mould loft or the optical
drawing office. The autocode is specified from the usual steel drawings
now employed by the yards. The writing of the autocode is in general an
easy and straight forward procedure. Basicly three steps are required:

i) . Define the hull's yard number, the part's identiiication
number, and the position in the hull.

i11i) Subdivide the contour into elements that can be defined
by mcans of the Autokon language.

iii) Write down the autocode for the different elements in the
correct sequence.

By means of this procedure the autocode may be written down for all
internal ship's parts with comparatively little effort. In general this
method has been found to compzre favourably with other methods of template
making. An example of an autocode for a floor part is given in fig. 5,
and it may be apparent that the writing of the autocode is not a big Job.
It should also be emphasized that the autocode easily lends itself to
further rationalization. This makes possible a method of part specifi-
cation which contains only what is absolutely necessary for the definition
of each plate. This so called parametric autocode is used for ship parts
for which there are many of one type. For instance, most of the brackets,

o
.
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web parts and floor parts are specified by means of parametric codes.
For such parts, which constitute the majority of all internal parts.,

the coding is now extremely simple and very little time is needed for
their specification. Fig. 6 shows the parametric code for a floor part,
from wnich it is seen that less than 10 numbers are needed for the
complete specification of this part. Similarly fig. T shows examples of
the parametric codes for brackets.

As stated earlier, the computer will generate the exact shapes of . the
different parts from these autocodes, store the corresponding part
descriptions under their reference numbers and punch out ESSI-tapes for
automatic drawing and flamecutting. Practical experience has shown that
these scale drawings of the parts are rather essential, because this
gives the shipbuilder an efficient and easy way of checking the ESSI-
tapes before a possible production of the plates. :

The scale drawings also serve another purpose in all cases where part
nesting is employed. Here the drawings are a necessary basis for the
whole procedure which briefly consists of the following steps: '

i) The computer produced ESSI-tapes are drawn to scale
- by means of the drawing machine.

ii) A manual operator solves the puzzle of fitting these
drawings together on a scaled representation of the steel
plate so as to obtain minimum scrap. : '

iii) By means of the standard Autokon recording procedure the
position and orientation of each part, the cutting and
punch marking sequences are recorded together with the
identification number of the parts. :

iv) The recorded information is used by the computer to
. produce the ESSI-tape for the nested parts.

v) " After checking by automatic drawing, the tape is used for
the numerical flame cutting of the required plates.

The procedure as outlined can easily be performed by the yards' own staff.
It will be noted that the manual activity involved in this procedurs is
limited mainly to the determination and recording of the position of

the various parts together with the checking of final results. In order
to make these activities as efficient as possible a special nesting

table has been deviced. The table shown in fig. 8 is fitted with digital
readout and also autcmatic printing of the readings in order to speed

up the recording of the part positions. The nesting procedure; as v
illustrated in fig. 9, is generally found to be an easy operation. With
this equipment the recording is also greatly simplified, and for the
average steel plate the manual nesting and recording is performed in a
ratter of minutes. In addition to this, the method is found to be very
flexible. Different alternatives for part positions on the steel plate
are quickiy.made. and a good plate utilization is, therefore, easily
obtained. (fig. 10).

AUTOKON 1. Jan. 1968 Th. Hysing
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The tapes produced in this way are now complete, and they are sent to

the plate shop. Here they are used for the automatic production of all
plate parts in numerically controlled flame cutters. As mentioned earlier
the ESSI N/C-system is used for the control of the flame cutting machine,
as this system is especially adapted to this type of work.

A machine configuration as illustrated on fig. 11 is often found to be

the most advantageous, especially in the beginning where both optical

and numerical. flame cutting is used by the yard. It is seen that to

cnange from optical to numerical flame cutting merely involves the throwing
of an electric switch, and thereby gives the operators full freedom of
choice regarding the mode of operation of the flame cutter.

In the numerical work the flame cutter operation is very simple indeed.
Tr2 operator's job is only to place the tape in the numerical director,
place the cutting torch in the correct start position, preset the correct
cutting speed, and press the start button. From then all operations are
performed automatically including flame and speed control, punch marking
etc., and the operator has only to check that everything is functioning
correctly.

-This is one of thes reasons why the numerical control of flame cutting has

been so well received by the shipyards. But in addition to the ease of
operation, additional advantages have been experienced of which higher
productivity and greater cutting accuracy are the most predominant. An
increase in productivity of the flame cutter between 5% and 25% has been
registered and due to the higher accuracy of the finished parts, savings
in assembly are obtained.

Status and Future Possibilities

Numerical flame cutting and computer aided design and preparation have
definitely provedtheir value. Our own experience with Autokon through

_ several years of practical use has revealed several advantages, the most

important of which may be summarized as follows:
1. Increased accuracy of the finished parts.

2. Increased productivity of flame cutting and assembly ]
of ship details.

3. Increased efficiency of steel design and work preparation
especially cn the optical/numerical drawing offices. Here a
reduction of qualified personnel may easily be obtained.

4, Reduction of time needed for the various design activities.
This is especially so with hull fairing, where a complete
body plan can be finished within one to two weeks.

5. . Material savings both from better utilization and also .- .-
’ because reliable design results may be available early
enough to form the basis for the steel orders.

6. Good possibilities for further expansion by including
more activities in the Autokon system.

AUTOKON x 1. Jan. 1968 Th. Hysing
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Regarding the last point there are a great many new activities that
can be incorporated in the system. Of the most obvious ones may be
mentioned the inclusion of shell expansion process by computers. A
shell expansion programmé has been written and is now being tested in
production. It is believed that this programme will be incorporated
in the system during the autumn of the year 1968.

Another possibility 1is the utilization of modified hull fairing programmes
for the basic design of the ship's hull. Our experiments have shown that
the programmes may be used at an advantage at least for the design of

hvll forms from cne of the standard hull series, such as the Todd €0 series.
Here the hull fairing programmes coupled with programmes for design
calculations can do most of the work which now is carried out by the naval
architeéts. The computer can simultaneously deliver a lines drawing with
th> accompanying hydrostatic data, and the faired bedy plan. It is thus
p.:~ible to finalize the hull form at a very early stage of the design.

T =nst interesting new application of Autokon seems to be in the steel
deiajga offices. In fige 12 was illustrated that Autokon now mainly is
used in connection with the activities in the optical drawing offices.

It has been demonstrated, however, that only slight modifications in

our part contour zereration programmes will make them well suited also
for steel design work. As shown in this diagram, the procedures for

steel design will be very similar to those now used in the optical/
numerical drawing office. The difference will mainly be that the computer
will do the design work of larger parts of the ship, such as complete

web frames, the double bottom with all its parts ete. It is a straight
forward procedure to let the computer and drawing machine produce drawings
of such parts. In this procedure it is also possible to include stress .
calculations, determination of scantlings,design optimization etec., for
which many computer programmes alre:dy exist. This will then reduce

the amount of manual drawing needed and greatly speed up the design phase.

What is equally important is that one with these extensions has obtained
a uniform design method, from the basic design to the production of the
ship details. It should also be stressed that one now has built up in

the computer a complete library, containing all information of the ship
and its details. Furthermore, this information is generated at the
earliest possible stage. In addition to the savings in time and manpower
thus gained, one has also the advantage that a detailed knowledge of the
ship is available sufficiently early to be useful for other purposes.

Production planning is perhaps the field which most obviously may profit
from this new source of information. Computer planning Scheemes are now
being developed. We have clearly seen that a computer linkage of the
design and planning activities will result in additional advantages that
hardly can be obtained in any other way.

A computer system including all of the activities mentioned may still
require a few years of development before it can be realized. Work is,
however, continuously going on along these lines, and there is no doubt
that these systems will be realized in a not too distant future.

AUTOKON = 1. Jan. 1G68 Th. Hysing
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5. Computer Graphics_and Numerical Control.

5.1 Introduction.

Any review of computer-aided design would be incomplete without
discussing the eminent role of computer graphics and numerical
control. Engineers are used to present their design ideas in
drawings and they communicate with the production department by
‘means of working plans so that the éignificance.of graphics in
design need not be further proven. But as for numerical control

this is less obvious since it serves the produétion rather than
the design.

It would nevertheless be the gravest mistake should the de-
signer ignore this important aspect of production leading to a
natural completion of the process he started. On the contrary,
computer-aided design can only live up to its full potential where
it is followed by computer-assisted production, and vice versa.

It would be inconsistent, for exaﬁplé, using a digital drafting
machine in the design office, going to the'trouble of prepafing
complex and voluminous input data, but then stopping short of
using the output of the same process in automating production.

We must view the chain of events from the engineer's idea to
fabrication as one continuous process, Fig. 29. The computer can
assist in many ways: In sketching up the first thoughts if active,
lightpen-controlled graphics facilities are available; in evaluating
and optimizing the various, gradually improving versions of the
design; and finally, in‘preparing working plans and numerical
control tapes for fabrication. The striking fact is that through
all phases of this sequence we need essentially the same informa-
tion, preferably in immediately compatible form: A definition of
the shape of the object and how it is made.

This may explain why computer graphics and numerical control
have so much in common. Both are based on the medium of digitized
information on geometry. Both use very similar technology. Both
have been thriving best in environments where the computer systems
approaéh is at home, notably in the U.S. aircraft industry.

Historically, developments in numerical control of machine

tools began soon after the appearance of digital computers (J. T.
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Parsons in collaboration with MIT, ca. 1948). This resulted in
what is believed to be the first successful application of numerical
control, a three-motion contour-path milling machine (1952).
Another major step forward was that through very substantial sup-
port of the U.5. Mir Force the necessary versatile and comprehensive
numerical control programming languages became available in the
later fifties, notably APT (Automatically Programmed Tool, originated
"at MIT, and further expanded by the Aerospace Industries Association
and IIT Research Institute). 1In the commercial field, NC machines
have been gaining rapidly in the market since about 1960.

In computer graphics some pioneering work alsd dates back to
the fifties, but it was not before the last five years that wider
segments of the industry began to be attracted to plotters of
gradually improving accuracy and to interactive computer graphics.

In shipbuilding, flamecutting has been successfuily automated
by NC, for example, in the systems of British Oxygen Co. and
Ferranti Ltd., AUTOKON and CASDOS, Refs. 99;104,111,112 These
systems also incorporate graphic display capabilities.

5.2 Principles of digital plotting and numerical control.

5.21  Definitions.

Numerical control of a system is the control by means of
alphanumeric dafé given as input via a suitable medium. The
system is usually a feedback systen whose path and raté are to
be céntrolled. The input medium is generally paper tape or
magnetic tape. Fig. 30 shows the components of the system.

There are two basic types of NC:

*point to point control (discrete positioning)
*Continuous path control (contouring)
Point to point control (PTP) requires only that the device

be moved from a given point to another given point without pre-
scribing the path. (The path has an effect on time economy, but
accuracy is irrelevant in these applications.) Only discrete point
data are needed as input. Such operation would be appropriate for
a drill press. _ |
Continuous path control (CP) is much more demanding. There the

device must be guided continuously along a given curve within a
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specified tolerance.
Certain PTP machines allow the compromise of a straight cut

motion, i.e., a straight guided motion along one coordinate axis
at a time.

Coordinate information is given to the system either in abso-
lute or incremental form. Point to point control is usually
based on absolute coordinates. Continuous path machines generally
take incremental commands, that is, each movement makes reference

to the outcome of the preceding one.
NC equipment is classified by the number of axes that can be

controlled in a coordinated fashion: 2 to 5, in exceptions more.
Note that table and/or tool (stylus) may be the moving part.

The basic capabilities of the contour systems are limited to

the elementary functions: '
*Linear interpolation
*Circular interpolation
*Parabolic interpolation

Curved portions of the contour must be approximated in one of
these three manners. Linear interpolation is often the only
available feature, parabolic interpolation is rare.

Finally, as an example, we may classify digital plotters as
2-axis continuous path systems which is also true for most flame
cutting tools (without bevel feature). '

5.22 The programming process.

In numerical control the instructions for the tool (or stylus)
operation have:to be encoded on tape in terms of digital symbols
the machine can respond to. This process is called part |
programming as opposed to general purpose computer programming.

Part programming may be done manually, at least in simple
cases, or with the aid of a computer translating a symbolic code.
In both cases a definition of the pért has to be given first. This
is done in terms of point coordinates, dimensions, and mathematical
shapes where necessary. Dimensioning is organized around functional
tolerances (point distances where they matter for the performance)

rather than in the usual base line dimensioning style.
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A complete plan for the fabrication of the part has to exist
also. This includes information as to when the tool is operating,
coolant on, and when it is in the rapid traverse mode etc. At '
this stage the programmer will prepare a complete step by step
plan of the operation, the manuscript of the program. The manuscript
contains, in some preFdetefmined sequence and form, information as
to starting and unloading point of each move (direction), starting
and stopping the machine, feed rates, and tool speeds, and the
various auxiliary functions (coolant, etc.).

Where complex curves are involved the program must generate an
approximation in terms of elementary steps of the machine. This is
usually done with the aid of computers (postprocessors).

. 5.23 Compﬁter;programs for NC programming.

NC compilers are computer programs that translate the "English“
type instructions of the part programmer (symbolic code) into
coordinate and other control instructions for the machine. How-
ever, due to differences in machine hardware and dynamics, special
postprocessing (by a separate computer program) has to take place
thereafter.

Some of the major symbolic NC programming languages are:

*AUTOPROPS: PTP, 2-axis, IBM, Pratt & Whitney

*AUTOSPOT: PTP, 3(4)-axis, IBM

*CAMP I: PTP, 3-axis, Westinghouse

*CAMP II: PTP, 2 to 5-axis, Westinghouse, IBM
*PRONTO: PTP, 3-axis, GE

*SNAP: PTP, 2-axis, IBM

*APT, APT III: CP, multi-axis, MIT, IIT, and others
*ADAPT: CP, 3-axis, IBM

*AUTOMAP: CP, 2-axis, IBM

*AUTOPROMT: CP, multi-axis, IBM

*SPLIT: CP, multi-axis, Sundstrand, IBM

*SYMPAC: CP, 3-axis, MIT, Univac

*AUTOKON (autocode): CP, 2-axis, ESSI, Kongsberg

For contouring applications APT III has assumed by far the
greatest significance; APT part programs are written in a vo-
cabulary consisting of specifications as to:
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*Tool shape

*Tolerances

*Direction of motion

*Tool position relatlve to controlllng surfaces’

*Geometric definitions (Points, lines, c1rcles, con1c sections,

. cylinders,...)

*Auxiliary commands (feedrate, speed,...)

*Computatlonv(addltlon,...,51ne,...) _

*Macros (canned instruction'sequences)'

*Loops |

The output from APT III (and its postprocessors) 1s a sequence

of digital instructions in Binary Coded Decimal code, usually
stored on 8 level tape following EIA and AIA standards. In this
medium the ' elements of‘information are words of several characters.
The meaning of the worde'may cover: | '

*Sequence number (ID) .

*Preparatory function (acceleration)

*Feed rate (FRN)

*Speed (of drilling tool, etc.)

*Tool (tool 1D)

*Miscellaneous function (coolant, etc.)

Each word type is identified by a lead character (x, ¥, Zyeeo)t
"Word address format." o

5.24 NC drafting machines.

The following lists a few examples of . computer graphics de-
vices and some of their characteristics. For more details, see
Ref. 110. | ' I

*Orthomat:

Principle: Digital

Curve capability: Second degree curves

Size:. 5 by 12 feet '

Drawing speed: Up to 200 ipm

Tolerance: 0.005 in.

‘Universal Drafting Machine Corp.
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*GE Autoprogrammer:

Principle: Digital plotter in reverse. Reads out stylus
positions digitally.

Size: Up to 5 1/2 by 15 1/2 feet

Accuracy: 0.0005 in.

Output: Standard tape

Scale: Optional 

General Electric

*Gerber Series 600:

Principle: Digital plotter

Size: Up to 4 by 5 feet

Speed: 200 ipm

Tolerance: #0.005 in.

Gerber Scientific Instrument

*CalComp:

Principle: Digital plotter, using paper drum
Curve capability: Lines

Paper width: Up to 2.5 feet.

Speed: About 180 ipm

California Computer Products

*Kingmatic:

Principle: Digital plotting table

Curve capability: Lines, circles, parabolas
Size: Up to 5 by 8 feet )
Speed: 200 ipm

Tolerance: +0.0005 in. (for smaller models)
Baldwin Kongsberg Company
*Cathode ray tubes:

Purpose: Direct viewing, active graphics, photographs to get
hard copies '
Input: Programmed data
Active control: By light-pen
Examples: S-C 1090 direct viewing device,
S-C 4020 computer recorder

(General Dynamics Corp.)
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5.25 Active graphics systems.

A variety of design-oriented, light-pen controlled, active
graphics systems has been developed during the last decade:
MIT's Sketchpad (Sutherland), General Motor's DAGI, Lockheed
Georgia'é Man Computer Graphics, etc. Ref. 36 gives an introductory
review and many other references.
5.26 Advantages of numerical control.

General: .

1. Productivity: Significant reduction of idle time.

2. Accuracy and repeatability: Excellent (+0.001 in.)

3. Tooling: Savings in jigs, templates, etc.

4. Scrap: Minimized, no human errors

5. Quality control: Less critical.

6. Capital: Less required since fewer machines, less floor

space, etc.
7. Inventory: Smaller since setting-up faster
8. Lead time: Reduced. ' _
9. Versatility: Better than human for complex jobs
10. Scheduling: More reliable.
Comparison with analog control:
NC is: -
More accurate
Faster in operation
More versatile
5.27 Economics of NC.

Numerical control equipment is generally mpre expensivé than
conventional machines, not seldom by about. 100 percent. But this
can frequently be offset by the savings already indicated. How=
ever, as lot size gets large (mass production) special purpose
machine tools tend to be economically superior to NC equipment.
In summary, NC has a chance to be competitive (Ref. lOB)»where:

*Lot size is moderate (say 100 pieces) '

*Parts are complex '

*Design changes are frequent

*Lead time is at a premium

*Tooling costs are high
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*Inspection costs are high
*production is decentralized (subcontracting)
*Scrapping is costly
*Floor space is critical
5.28 Future.

Both computer graphics and numerical control appear to be
only at the beglnnlng. More and more applications are becoming
technically and economically feasible - (welding, tube bending,
controlling quality by inspection machines, testing electronic
systems,...).

It has been estimated that before ten years more than half
of all metal-cutting tools in the U.S. will be NC automated.

The shipbuilding industry, like most others, faces the
problem of integrating all capabilities in automated design and
production now becoming available into a single, most economical
system.

Voices are now being heard that new developments in computer
technology will soon render off-line numerical control obsolete
in favor of complete on-line computer process control.

5.3 The use of a plotter and graphics console.

The discussion of these subjects will be based on material
contained in the Calcomp Digital Plotting System Manual, Ref. 113,
and descriptioné of the DEC 338 system graphics subroutines
DF and DRAWL issued by the Concomp Project, The University of
Michigan.
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6.1

Introduction.

Computef¥Aiaed Design LéggﬁageS‘and Systems.

Computer-aided design- languages are problem-oriented computer

languages ‘and thus belong to the highest level languages, see

Table V. They are extremely user-oriented.
Table 'V; Language Levels o
Type of | ‘rranslat
language Example Input . Output Translator
Machine |IBM 360 code|bits =011 110...| J1 MJULL__ | hardware
Assembly | FAP, UMAP |Op A, B, A, i, n|bits =011 110...|assembler
Procedure-| FORTRAN, PR e S R
oriented ALGOL- A=A+ B 1O%p A, B, A, i, n qompller
Problem- o - _ o ) _
oriented ICES,.CASDQS FRAME (a, B""). A=A+ B,A precessor

The purpose of‘such 1angﬁages is to facilitate computef’ﬁee by

users who are not programmlng specialists for problems that cannot

easily be pre- programmed.

Engineering de51gn is a typlcal example.

While the basic steps that may occur can usually be ant1c1pated,

thelr sequence and 1nteract10n might not.

Therefore, we want to

give the de51gner control over the program at executlon time.

This objectlve motlvates the follow1ng propertles of computer-

aided de51gn systems-

*Problemfor;ented_lanéhage:

‘understood and handled by the user.

in the terminology of his problem.

*Time-sharing:

The language must be easily

It should be wriften

To héve control at execution time it is

practically necessary to give the user his own time-sharing

terminal where he can interact with'ﬁhe system without

interfering with other users.

rule (CASDOS).

*Conversational mode:

There are exceptions to this

To exert meaningful control the user

must have the opportunity to exchange information with the

system in a question and answer mode. °
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*Display: Graphica14output (and input) are often essential
‘ to speed up communication.
| In many graphics-oriented problems, the system would be un-
attractive if the’ user had the burden of translating numbers
into p1ctures.
The above functional obijectives lead to certain technical
requirements for the computer system.

*Flexible data management: Since the amount -and type of data
can vary unpredictably the system must have the capab111ty of
eff1c1ent data management (Convenient storage, fast retrieval,
easy updat1ng, convenient use of secondary storage, good user

control of data structure).

*Flexible program management.: In order to be able to access and
execute any sequence of programs, subprograms, and sub-'
subprograms, the programs must be highly modularlzed. ‘The
bu11d1ng ‘blocks must be put together and prOV1ded with data
automatlcally at execution time. This may be done under
program control,'or'user control, or both.

6.2 Some co_puter-alded design systems.

6.21 ICES.

ICES (Integrated Civil Eng1neer1ng System) is a ploneerlng
effort and a model case in computer-alded design systems. It has
been developed under the- ‘leadership of Daniel Roos, MIT Civil
Engineering Systems Laboratory. It has the objective of creatlng
a_complete'computerized_civil engineering design environment.:

The following are a few highlights. For details, see Ref. 118.
System environment: Time sharing, active graphics ‘
Programming language: ICETRAN = FORTRAN + command language
Command: Format-free technical terminology
Program modules: COGO (Coordinate Geometry) , STRESS (Structural .

Engineering System Solver), and many others.

Data structure: Arrays, lists, array-llsts.-
Data management: Dynamlc memory allocation, list prOC6551ng,
subsystem data transfer, automatic memory

reorganization (update).
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Functions of ICES executive: Analysis of commands, incremental

| _ execution of command program.

Command definition language: Permits defining new commands.

' 6.22 COMRADE.

COMRADE (Computer-Aided Design Environment) is a computer-aided
ship design software system being developed by the U.S. Navy (NSRDC).
A good overview is given by Maiorana in Ref. 119. Some of the main
features are: |

System environment: Time-sharing, active graphics

Language: FORTRAN + command language

Components of COMRADE: Data management system, program manage-

ment system, executive.

Data management: Generalized from CASDOS AUTOFILE, similar to
ICES. Dynamic storage allocation, list
processing for complex structures, use of
random access Storage in hierarchical order.

Other capabilities: Command definition language,User-to-user

communication.
6.23 CASDOS-AUTOFILE.

The CASDOS software and its executive system, AUTOFILE, are

organiéed much like the systems mentioned above, in fact, CASDOS

served as one of the models for COMRADE. A difference exists in

‘that CASDOS is designed to operate in the batch mode, and AUTOFILE

does not use random access memory. But it could be readily adapted.
For a more detailed description of the system, see Ref. 101l.

6.3 System organization.

The greatly increased functional capabilities users demand
from modern computer systems necessitate far greater efforts in
system organization. Table VI shows some of the principal differ-

ences between classic and modern systems.
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Feature Classic System Modern System
Language Proce??g;;gié?nted Problem-oriented
Operating mode Batch Time-sharing
Secondary storage Tape-oriented Disk-oriented
Access to sec. storage Sequential Random i
Data structures Array List
Storage allocation Rigid Dynanmic
Updating Difficult Easy
User control Before execution |During execution

Table VI: Comparison of Classic and Modern Computer Systems

In the classic FORTRAN-type system two major shortcomings
are the rigidity of storage allocation and the lack of convenient
data structure. Memory space is allocated before program execution,
namely during compilation. If the program is to run with data sets
of varying size, maximum size is allocated and much space is wasted
on the average run. This drawback is eliminated in modern systems
by dynamic storage allocation. Storage is allocated during exe-

cution and varies during the run exactly according to need.
Besides, arrays are automatically shifted between primary and
secondary storage so that the user may regard primary and secondary
storage as identical without sacrifice in cost or efficiency.

In a classic system with tape-oriented secondary storage
devices data structures are sequential. This means a striné of

data values (records) is stored in or retrieved from contiguous
storage locations, and the physical sequence of the records fur-
nishes the only information about their logical relation. Each
record is identified by one attribute or key, and the records are
stored in a file according to the value of the key. 1In retrieving
the record from such a file the whole sequence of records must be
checked until the key matches the search key. The data are struc-
tured according to only a single key. If the same data are of
relevance in connection with a different attribute or key one has
to sort the entire file and rearrange the records so as to make

them accéssible under the new search key.




- 157 -

Modern data structures are oriented toward random-access
secondary storage devices (disk). This provides essential, new

logical capabilities, see Table VII.

! Method Single Random| Multiple Cross-

} key access|access|key access Associations
h_

! Sequential Yes No No No

i Direct Yes Yes No No

E Simple list Yes Yes Yes No

; Ring structure Yes Yes Yes Yes

Table VII: Capabilities of data structuring methods

The direct method uses the random access device in the crudest

manner. Every record has one key by which it can be searched just
like in the sequential method. But the physical sequence of records
no longer necessarily corresponds to their logical sequence, which
permits introducing'dynamic storage allocation. On the other hand
one must have a system of converting keys into storage locations,
for example, a table. This makes the handling of larger files
rather cumbersome.

List structures use a system of pointers to divorce the logical

and physical sequence of records. A pointer is a memory cell
containing an address pointing to the next memory cell in the
logical sequence. A list consists of any number of cell combinations
connected by pointers. Fig. 31 shows a simple one-way list. 1In
the example cell pairs are connected in such a way that records
having keys of the same type are chained together in logical order.
In a generalized form records may contain any number of keys each
provided with a pointer so that the same -data may be accessed using
many different keys. All it takes is an index of entry points into
the list for every key. This way of accessing the data by multiple
keys makes file manipulation (updating, merging, etc.) very

convenient.
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'LEGEND: P DENOTES. A POINTER (ADDRESS)
W DENOTES A PROPERTY VALUE
- DENOTES TERMINATION MARK

FIGURE 31

LIST STRUCTURE SuHEMATIC

e

(Figure reproduced from Kreitner, -Ref. 120)

(SIMPLE ONE-WAY I_.IST)_. o




<

~ RING STRUCTURE SCHEMATIC

(Figure reproduced ,frg_n‘}' Kreltner, Ref120) IR

—




FIGURE 33 .

| PLEX STRUCTURE SCHRMATIC = =
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A further refinement is provided by ring structures, Figs. 32,
and 33. By connecting head and tail of each branch and by cross-
connecting records in different branches any desired path through

the network may be described for a search as logical cross-
associations may suggest. The purpose is that the programmer
may simply declare these logical relations among records instead
of having to program procedures to express them. This is the
advantage over simple list structures.

For further details, see Refs. 120 and 121.
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7. Simulation.

7.1 Introduction.

Simulation studies the behavior of a system with the aid of
a mathematical model. The real-life system may be too difficult,
too expensiVe, or too time-consuming to test. The system may be
any group of objects or activities. It may be a physical, economic,
or production system or any other kind of operation or process.

The mathematical analog is a necessary ingredient in any simu-
lation. But to obtain a solution it may be convenient to resort

to further analogs governed by the same mathematical model.

For example, an electronic analog may exist (analog computer
simulations). Or even a physical analog to a physical problem
differing only in scale (model testing). We want to confine the
following to cases where the mathematical model is treated by
digital methods (digital computer simulation).

In many cases where a mathematical model exists a solution to
the problem can also be obtained directly either in a closed form,
or at least by approximate methods. Simulation may be superior
to this approach under the following circumstances:

*Where the complexity of the system makes direct mathematical
treatment difficult.

*Where the syétem is to undergo manylparametric changes such as
systematic variation of design variables. '

*Where the element of uncertainty is important (stochastic pro-
cesses). While direct treatment by stochastic operators is not
out of the question simulation by Monte Carlo techniques helps
to better visualize the problem.

*Where human decisions are to interact with the syStem (strategic
games, decision games, but even design).

*Where a general'purpose simulation computer model exists while
a special purpose program would have to be developed.

For a thorough discussion of the nature of simulation and a

discussion of modeling aspects, see Flanigan's notes in Ref. 124.

On queueing, see Ref. 123.
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7.2 GPSS.

GPSS (General Purpose Simulation System) is presented as an
example for a unigue computer language designed for system simula-
tion. The coverade in this course is based on Ref. 122 by Schriber.

7.3 Application to marine systems.-

In marine systems many dynamic aspects exist which in principle
can be treated by simulation. The dynamics of the ship and its
subsystems suggest simulation of physical processes:

*Ship motions

*Maneuvering

*Ship vibrations
*Propulsion system dyhamics

However, in most of these cases direct analysis, model studies,
and analog computer simulation are the rule, and digital computer
simulation the exception.

The emphasis may change gradually as special simulation pro-
grams become available, at least where stochastic elements or human
decisions are involved.

The true domain of simulation is, however, the area of marine
systems operation. Cargohandling, terminal and port operations,
navigation, weather routing, etc., are typical examplés of complex
operatlons under uncertain conditions.

Fig. 34 shows the block diagram of a complex bulk carrier
evaluation. Although for many purposes the analysis of this sys-
tem may be performed by deterministic methods there are some sto-
chastic elements in the cargo, voyage, and terminal inputs which
suggest simulation. Related questions might be:

*The effect of voyage delays on the operation

*7he effect of fluctuations in cargo availability

*xThe effect of the terminal service level on system economics

*Most economical level of service relative to ship speed and

cargohandling.
It is interesting to note that ship design and operations are
tied together 1nseparably by the economics of the system. This
makes the operations simulation a legitimate design tool. 1In
this area, like in many other applications of a computer-aided

ship design, we are only at the beginning.
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